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Abstract

The use of Gross Domestic Product (GDP) as a summary measure of the level of
economic activity is pervasive in empirical economics, policy analysis and forecasting.
This pervasive role of GDP and its nature of “public good” raises obvious problems of
timeliness and accuracy of the data.
A striking feature of GDP data (and, more generally, of all national accounts figures)

is the presence of “data vintages”. That is, the GDP estimate for a specific year or
quarter is subject to several revisions after its first release. As a result, both the level
and the profile of GDP over a given period may change, sometimes substantially, through
time.
This paper presents some evidence on the extent of GDP revisions in Italy, with

particular emphasis on revisions of the quarterly national accounts series, and compares
the Italian evidence with the available evidence from other countries. After discussing
some areas in which data revisions can have potentially important consequences, the
paper concludes with some policy recommendations.
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1 Introduction and motivations

The use of Gross Domestic Product (GDP) as a summary measure of the level of economic

activity is pervasive in empirical economics, policy analysis and forecasting. We illustrate

with a few examples.

In standard macroeconomic analysis, GDP is used to measure the dynamic behavior

of an economy (through GDP growth), the output gap (the difference between actual and

“potential” GDP), the turning points of the business cycle, etc. Per-capita GDP is often

used to summarize the level of economic development of a country, and to compare it to

others. Sometimes, cross-country comparisons of per-capita GDP levels have important

political implications (as in the case of the Italian “surpass” of the UK in the mid-1980s).

Some GDP components carry information which is essential for the estimation of other

macroeconomic quantities. For example, in Italy as well as other countries, the capital

stock is constructed from the fixed investment series using the perpetual inventory method.

Revisions in these data are therefore mirrored in the estimates of capital stock and total

factor productivity (TFP). The extent to which these variables are influenced by revisions

in the fixed investment series depends on the length of the sample that is subject to changes.

The use of GDP is not confined to macroeconomic analysis. For example, estimates of

GDP levels are used by the European Union (EU) and other international organizations as

the basis for levying contributions and distributing grants. The Stability and Growth Pact

sets upper bounds on the ratio of European governments’ budget deficit to GDP and to the

ratio of public debt to GDP. Additional indicators involving GDP are increasingly required

by the European Commission, the “cyclically adjusted” deficit being an example. Other

important macroeconomic indicators involving GDP are the money supply to GDP ratio,

the consumption to GDP ratio, the investment to GDP ratio, etc.

In finance, GDP growth is often utilized to predict asset prices or asset returns, along

with other macroeconomic and financial variables. Recently, GDP growth also acquired

an important role in the evolution of Italian public pension liabilities. In fact, the 1995

Social Security reform changed the Italian system of public pensions from defined-benefits

to defined-contributions. In the new benefit formula, pension benefits at retirement are

proportional to the capitalized value of lifetime contributions, with the proportionality
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factor depending on the age at retirement and with lifetime contributions capitalized using

a 5-year moving average of past GDP growth rates.

The pervasive role of GDP and its nature of “public good” raise obvious problems of

timeliness and accuracy of the data. There is a clear trade-off between these two goals (for

an early discussion, see Stekler & Burch 1968), and the statistical agencies in the various

countries differ depending on what point they select along this trade-off.1

GDP does not have a life of its own, but is the result of a system of conventions. The

focus of this paper is not on GDP revisions that occur when this system of conventions is

changed, for example after the introduction of a new system of national income and product

accounts (as happened when the new European System of National Accounts, ESA 1995,

substituted the previous one, ESA 1979). We focus instead on the revisions that occur,

within a given definition of GDP, for a period of two-three years (sometimes more) after

the first release of the data. This kind of revisions adds considerable uncertainty to any

measure based on GDP and reveals the basic trade-off between timeliness and accuracy

of the statistical information. However, in this paper we do not address the problem of

the accuracy of national accounts estimates.2 Rather, we focus on data revisions and their

implications, taking for granted that revisions always increase data quality and reliability.

The paper is organized as follows. Section 2 defines GDP revisions and examines the

reasons why they arise. Section 3 presents some evidence on the extent of GDP revisions

in Italy, with particular emphasis on revisions of the quarterly national accounts series.

Section 4 compares the Italian evidence with the available evidence from other countries.

Section 5 discusses some areas in which data revisions can have potentially important con-

sequences. Finally, Section 6 offers some policy recommendations.

2 GDP revisions

The measurement of GDP is a public good. Because producing GDP measurement would be

too costly or even impossible for a single private firm, it is typically left to public statistical

1 Sometimes data users may offer indications in this respect. In Italy, a recent survey highlighted that
timeliness appears to be far more important than accuracy for the final data users (Drudi 2002).

2 Interested readers may refer, among others, to Calzaroni and Puggioni (1998), Carson (2001), and
Filippucci (2002).
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agencies, often to a single one.

In Italy, national accounts are compiled by the National Accounts Department of the

National Statistical Institute (Istat). Starting from 2002, the first estimates of the main

quarterly national accounts items are released with a communication to the press around

the 10th of March, June, September, and December, approximately 70 days after the end of

the reference quarter.3 The detailed set of quarterly accounts is usually disseminated some

days later via floppy disk and the Web.4 In the past, there used to be also a dedicated paper

publication (Conti Economici Nazionali Trimestrali) that was lately suppressed mainly to

avoid printing delays and extra costs. The main annual national accounts figures are released

at the end of February/early March with a communication to the press. The complete set

of annual accounts is disseminated later via floppy disk and the Web.5

A striking feature of GDP data (and, more generally, of all national accounts figures) is

the presence of “data vintages”. That is, the GDP estimate for a specific year or quarter is

subject to several revisions after its first release. As a result, both the level and the profile of

GDP over a given period may change, sometimes substantially, through time. For example,

Figure 1 plots the quarterly and the annual GDP time series as estimated one year apart.

In this paper, we argue that perfect measurement of GDP is impossible and that mea-

surement errors could be reduced as new information accrues, but cannot be completely

eliminated. Data revisions are aimed at reducing the measurement errors in the initial

estimates, and are therefore for the good of the users: series without revisions are not nec-

essarily more accurate than series subject to periodic changes. Indeed, we believe that, from

the user’s standpoint, it might even be better to have data series embodying frequent small

revisions rather than rare large ones. The issue is then what should be intended for “small”.

This, of course, partly depends on the particular uses made of the provisional estimates.

3 A preliminary release of quarterly GDP at constant prices (estimated from the supply side) is dissem-
inated about 45 days after the end of the reference quarter.

4 The 2003 dissemination calendar confirm the same dates. Interested readers can download the Ital-
ian quarterly national accounts series from http://con.istat.it (free registration required) and from
http://www.istat.it/Economia/Conti-nazi/index.htm.

5 The set of annual national accounts (expressed in Euros) for the years 1970—2001 was released on June
12, 2002. See again http://www.istat.it/Economia/Conti-nazi/index.htm.
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2.1 Sources of data revisions

Revisions in national accounts figures reflect the very nature of these data. While indica-

tors stemming from sample surveys are subject to sample variability, but are otherwise the

result of well-defined data collection processes, national accounts derive from many sources

and virtually infinite data collection steps. The reason for this difference is that national

accounts represent the functioning of the economy as a whole, and are therefore based on a

large number of different, sparse, and often incomplete indicators. Information derives from

a variety of sources and is seldom synchronized. According to the Istat, Italian annual na-

tional accounts are built upon data stemming from more than 80 different surveys, a number

of administrative sources, and information coming directly from private organizations.6

In the current practice, there is a long delay in the collection and organization of this

huge information set. For example, the final estimates of the survey on business firms are

available to the Istat National Accounts Department only after about three years from the

end of the reference year7 (e.g., the final estimates for the year 1999 were incorporated in

the national accounts estimates for the first time in February 2003).8 This means that the

national accounts Department had to revise its annual and quarterly figures accordingly,

changing the annual ones from 1999 onward, and the quarterly ones from 1997.9 This

delay is considered as acceptable by current Eurostat’s regulations. Occasional changes to

important surveys may also cause revisions in national accounts estimates. For example, this

occurred just a few months after the major revision induced by the adoption of ESA 1995,

when a change in the quarterly labor force survey forced the National Accounts Department

to a new revision of its figures.

The timeliness of the quarterly figures is also influenced by the speed with which the

information necessary to elaborate a first estimate becomes available. Since 1995, the

first release of the quarterly national accounts has been anticipated by nearly one month,

reducing the publication delay from about 95 to 70 days after the end of the reference

quarter. This result is mainly due to a reduction of the time required to process a number

6 Istat, Communication to the Press, March 8, 2001.
7 See again Istat, Communication to the Press, March 8, 2001.
8 The final estimates for the year 2000 were also made available in February 2003.
9 See below for a brief description of Istat’s official revision scheme.
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of surveys conducted by various other Istat departments. According to Bruno et al. (2002),

in 1995 about 50% of the information needed to estimate quarterly GDP from the supply

side was available after 45 days from the end of the reference quarter, about 67% after 60

days, and about 70% after 75 days. We do not have enough elements to evaluate the current

situation, but we conjecture an approximately proportional reduction of these delays, for

given amounts of information, along with the abatement of the publication delay.

In any event, early national accounts vintages (both annual and quarterly) are based on

smaller and less accurate information sets than later ones. As time passes, more information

is collected and national accounts estimates are revised accordingly. On top of this, there are

other potential sources of revisions, such as preliminary treatment of statistical indicators,

seasonal adjustment, and the use of indirect estimation methods.

In our view, the main sources of errors, and successive data revisions, involve both

annual and quarterly estimates and can be summarized as follows:10

1. Approximations to the conventional definition of GDP: GDP is defined using a com-

plex set of conventions whose practical implementation is not always straightforward,

so that approximations to the theoretical definitions are often needed (the measure-

ment of underground economy is an obvious example).

2. Incomplete information: Even precisely defined quantities may be difficult to estimate

when the necessary information is incomplete (for example, investment in software,

intangible assets, imputed rents, own-production, etc.). More in general, basic data

derived from very different sources must be adjusted and integrated, sometimes using

ad hoc studies, to be reconciled with national accounts definitions and coverage.

3. Sampling errors due to the sampling nature of most elementary data: Most elementary

micro data are derived from sample surveys and are therefore subject to sampling

errors (e.g. employment rates, prices, etc.).

4. Nonsampling errors: Elementary items (e.g. industrial production, prices, employ-

ment) are themselves subject to nonsampling errors, such as measurement, reporting,

10 The list is not necessarily exhaustive. A discussion from the producer’s viewpoint can be found e.g. in
Eurostat (2001).
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coverage, or non-response errors.

5. Preliminary treatment of elementary items: Micro data and intermediate aggre-

gates are subject to a number of preliminary statistical treatments such as outlier

removal, seasonal adjustment, treatment of missing observations, adjustments for

under-reporting of income and other variables, etc. All these steps require judgmental

decisions, ad hoc solutions, and measurement problems.

6. Indirect estimation of quarterly variables: The use of model-based procedures to

estimate quarterly national accounts implies the existence of a non-null variance of

the estimated quantities and the need of periodic revisions of the published figures.11

Furthermore, additional sources of revisions are related to changes in the indicators

series and to the need of forecasting the indicators when they are not available at

the time in which quarterly national accounts are estimated. Finally, when new or

revised annual series are available, model-based procedures imply the re-specification

and the re-estimation of the model equations, with revisions on the whole quarterly

time series.

7. Adjustment of national accounts: The existence of measurement errors causes some

accounting identities not to be satisfied. When this is the case, national accounts

items must be adjusted in order to respect all the accounting constraints and iden-

tities. This is the very final step of the production process of the annual national

account data. Though based on optimization criteria (Stone et al. 1942, Stone 1990),

adjustment procedures nevertheless embody some a priori information on the part

of the statistician and can introduce new measurement problems and data revisions.

These are then mirrored in the quarterly national accounts series via the indirect

estimation procedures.

8. Human errors: A huge number of different data sources and estimation methods are

used to compile both annual and quarterly national accounts, and human errors (both

conceptual and programming errors) cannot be excluded.

11 A brief description of the methodology followed by Istat is offered in Appendix A.
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Successive data revisions are also driven by feedback from users. Serious data users

can provide a thorough check on data quality. This is simply because of the extensive and

careful use they make of these data.

Given the public good nature of GDP measures, an adequate amount of resources should

be devoted to reduce these errors, although they cannot be completely eliminated. Are the

resources that Italy currently devotes to the production of national accounts “adequate”?

Answering this question is not easy because of the lack of data. A recent document of

Eurostat (presented to the CPS of 21/03/02) shows that, as of the end of year 2000, there

are 42.3 employees of the National Statistical Institute per million inhabitants in Italy

against a EU average (Italy excluded) of 102.9. The budget of the Istat represents 0.0128

percent of Italian GDP against a EU average (Italy excluded) of 0.025. According to these

indicators, Italy would seem to devote to its national statistical institute about half the

resources devoted on average by the other EU countries.

Of course, even if GDP revisions can be interpreted as “corrections” to initially “wrong”

data, nevertheless, from the user’s standpoint, they add further uncertainty to the basic

one coming from the imperfect measurement of GDP. This gives rise to some important

questions. How important is this extra uncertainty? Why does it arise? How should it be

handled by the users? How could it be reduced? In the sequel of the paper, we will address

some of these questions.

2.2 Notation and conventions

We now introduce some notation and conventions used throughout the paper. By “release”

we mean the whole collection of national accounts time series. Time is measured in quarters,

and we denote by release yyyyqn the national accounts time series whose most recent data

point corresponds to year yyyy, quarter n. For example, release 1999q4 is made of all the

national accounts time series ending in 1999q4.

Where not stated differently, Yt denotes seasonally adjusted log GDP at time t, and Yt,i

denotes the ith estimate (vintage) of Yt. We assume that Yt,i is available after i quarters (at

time t+ i). This implies that Yt,1, the first estimate of Yt, is assumed to be available after

one quarter (at time t + 1).12 We also assume that Yt,d = Yt, that is, Yt is fully observed

12 This approximation is very good for Italian national accounts data until 2002, when the delay has been
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with a delay of d ≥ 1 periods.
Under these two assumptions, the time-series released at time t (that is, release t − 1)

consists of

Yt−1,1, Yt−2,2, . . . , Yt−d−1,d−1, Yt−d, Yt−d−1, . . . ,

where Yt−1,1 is the first estimate (vintage) of the most recent quarter, Yt−2,2 is the second

estimate (vintage) of the previous quarter, and so on, whereas the time-series released at

time t+ 1 (that is, release t) consists of

Yt,1, Yt−1,2, . . . , Yt−d,d−1, Yt−d+1, Yt−d, . . . .

The sequence Yt−i,1, . . . , Yt−i,i+1 summarizes the history of the various estimates of Yt−i,

from the first vintage (available at time t − i + 1) to the (i + 1)th vintage (available at

time t+1). In practice, convergence to the final data may take a long time, although later

revisions are usually of lesser importance than earlier ones. The decay of the size of the

revisions need not be monotonic, however. This is because quarter to quarter revisions are

superimposed on the annual ones.

The various vintages are related in different ways, and a number of different compar-

isons may be of interest depending on the specific purposes of the analysis. Three main

comparisons may be distinguished:

1. A comparison of Yt,1 and Yt−1,2 carries information on the dynamics of GDP within

the same release, and is typically of interest to applied economists and policy makers.

2. A comparison of Yt−1,2 and Yt−1,1 carries information on the revision of the estimates

of Yt−1 between successive releases, and is the key to the analysis of the revision

process.

3. The difference Yt,1 − Yt−1,1 = (Yt,1 − Yt−1,2) + (Yt−1,2 − Yt−1,1) combines both the

dynamics of GDP within the same release and the revision in the estimates of GDP

between successive releases, and represents a problem of special concern for forecasters.

reduced to approximately 70 days after a quarter has ended.
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For example, under the measurement model (8) in Appendix B.1, if Yt,i is unbiased for

Yt (that is, Yt,i = Yt+Ut,i, where Ut,i is a zero-mean measurement error, independent of Yt

but possibly serially correlated), we have

Yt,1 − Yt−1,2 = Xt + Ut,1 − Ut−1,2,

Yt−1,2 − Yt−1,1 = Ut−1,2 − Ut−1,1,

and

Yt,1 − Yt−1,1 = Xt + Ut,1 − Ut−1,1 = Xt + (Ut,1 − Ut−1,2) + (Ut−1,2 − Ut−1,1),

where Xt = Yt − Yt−1 is the quarter-on-quarter GDP growth rate.

2.3 News and noise in GDP revisions

Mankiw, Runkle and Shapiro (1984) and Mankiw and Shapiro (1986) introduced the dis-

tinction between news and noise in GDP announcements (see also Maravall & Pierce 1986,

and Sargent 1989). According to the noise view, preliminary estimates of GDP are error-

corrupted measurements of GDP, where the “noise” Yt,i−Yt (1 ≤ i < d) need not have zero

mean. This view goes back to Howrey (1978) (see also Conrad & Corrado 1979, Harvey et

al. 1981, De Jong 1987, Mork 1989, Bordignon & Trivellato 1989, Mariano & Tanizaki 1995,

and Patterson 1995) and is the basis of the state-space approach outlined in Appendix B.1.

Under the measurement equation (8), the “noise” is equal to

Yt,i − Yt = αi + (βi − 1)Yt + Ut,i. (1)

Hence, the “noise” has zero mean only if αi = 0 and βi = 1, that is, the preliminary estimate

is unbiased. This pair of restrictions may be tested using the classical Mincer-Zarnowitz

test of (weak) forecast efficiency (Mincer & Zarnowitz 1969).

According to the news view, the statistical agency produces the preliminary data Yt,i

optimally using all the information available up to time t+ i, including (possibly incorrect)

models of the economy and the measurement error process. Thus

Yt = Yt,i + et,i,
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where et,i is a “revision error” which reflects news that arrive between time t+ i and time

t + d, that is, after the ith preliminary estimate has been compiled. Notice that, under

the news view, the revision error et,i is correlated with Yt. If the models of the economy

and the measurement error process are correct, then et,i has the strong property of being

uncorrelated with Yt,i and all the information available up to time t + i. Thus, a stronger

test of forecast efficiency looks at evidence of predictability of future revision errors using

current information, including the preliminary data currently available.

Faust, Rogers and Wright (2000) point out an important limitation of both types of test,

namely the fact that data construction methods are constantly being revised, which means

that past predictability need not be evidence of future predictability. In fact, revisions of the

data construction methods tend to produce better estimates of GDP and GDP components,

a finding already documented by Stekler (1967).

3 Extent and importance of GDP revisions in Italy

This section presents some evidence on the extent of GDP revisions in Italy, with particular

emphasis on revisions of the quarterly national accounts series. This required the not trivial

task of creating a “real-time data set” containing the national accounts data available to a

policy-maker, forecaster, or academic researcher at various points in time.

3.1 Constructing a “real time data set” for Italy

The sample length of an internally consistent “real-time data set” for Italy is conditioned

by the adoption, in 1999, of the new European System of National Accounts (ESA 1995).13

The early releases of the quarterly national accounts consistent with the new system were

characterized by short time series. Later, time series starting in 1982 were issued, but still

following the old “cif-fob” scheme. The new accounts expressed according to the “fob-fob”

framework were released by Istat with the estimate of the 4th quarter 1999. This is why

our real-time data set starts from release 1999q4. Of course, more than the few consecutive

releases that we have would be required for a detailed and accurate quantitative evaluation

13 The first release of the national accounts annual estimates according to the updated ESA 1995 defini-
tions was disseminated by Istat on April 30, 1999 (see Istat 1999).
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of the revision process. However, by cutting the revisions sample to 1999q4, we ensure that

the data set is homogeneous and that the estimates and their revisions are comparable.

¿From the practical point of view, construction of our “real-time data set” required col-

lecting all the ESA 1995 releases as disseminated by Istat, checking their comparability, and

keeping track of all the components of the resources and uses account (the GDP formation

from the expenditure side) according to the fob-fob scheme. The resulting data set consists

of 13 consecutive releases covering the period from 1999q4 to 2002q4. This allows us to

compare the properties of the recent ESA 1995 data vintages with those of the ESA 1979

vintages analyzed by Busetti (2001).14

In order to give some flavor of the practical meaning of data revisions, in Figures 2 and

3 we plot the quarter on quarter percentage changes of GDP and its main components for

the four quarters of 1999, as estimated in the 13 consecutive releases starting with 1999q4.

The choice of 1999 is simply for illustration purposes and is motivated by the fact that 1999

is the most recent completed year in the first release we consider in this paper. The figures

clearly show the nontrivial effect of revisions on the estimated quarterly growth rates of

GDP and its components. To be more specific, the releases relative to the four quarters

move in a range of about 0.2% for the first and third quarters, 0.3% for the second, and

0.6% for the last quarter. Furthermore, the ranges for the single GDP components can be

much larger.

3.2 The revision scheme of Italian national accounts

Italian quarterly national accounts are revised every time a new vintage is released. The

official revision scheme15 is such that the quarters of the current year and those of the

preceding two years are revised quarterly. When annual estimates are revised, the quarters

of the two years preceding the oldest changed annual figure are also updated.16

Figure 4 plots the quarterly revisions of the quarter-on-quarter GDP growth rates for the

13 releases starting from 1999q4. Prior to the 2000q4 release, data series started in 1982q1.

14 Busetti (2001) examines the last 12 vintages of the ESA 1979 version of the Italian quarterly national
accounts. The comparison with York and Atkinson (1997) is not fully appropriate, since they use much
longer revisions series. Di Fonzo, Pisani and Savio (2002) also contains an analysis of ESA 1979 Italian
quarterly revisions.
15 See e.g. the IMF Dissemination Standards at http://dsbb.imf.org/country/ita/nagmeth.htm.
16 For example, if 1998 is the oldest changed annual figure, then 1996 and 1997 are also updated.
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Release 2000q4 is the first vintage that includes data since 1970q1. In that occasion, annual

data changed only from 1997 onward, but quarterly series were significantly revised for the

whole period 1970—2000. This is because Italian quarterly national accounts are estimated

using an indirect method which is a derivation of Chow and Lin (1971, 1976) (see Barbone,

Bodo & Visco 1981, and Cainelli & Lupi 1999a, 1999b).

The method implies the specification and estimation of econometric equations on annual

national accounts items and a set of related indicators (e.g. industrial production by sec-

tor, household consumption expenditures by category, etc.) at a very disaggregate level.17

Prolonging the annual series backward implies the re-specification of these “measurement”

equations, possibly using new and more accurate indicators. Furthermore, seasonal adjust-

ment procedures give different results when applied to series starting in 1970 rather than

1982. In this sense, the revision implied in the 2000q4 release has an exceptional charac-

ter, but shows the role of indirect methods in shaping the pattern of revisions to national

accounts estimates.

Although this procedure is consistent with the prescriptions of the ESA 1995 (see Eu-

rostat 1996, §12.04), a recent manual on the compilation of quarterly national accounts
published by the IMF (Bloem, Dippelsman & Maehle 2001) suggests that quarterly na-

tional accounts should be estimated using

timely and accurate source data that directly cover a high proportion of the

totals. Econometric methods [...] are not a substitute for data collection (our

emphasis).

3.3 Statistical properties of revision errors

We henceforth assume that the most recent vintage is the most accurate, being based on

the largest information set, and compute the “revision errors” as the difference

et|i,j = Yt,j − Yt,i, 1 ≤ i < j,

between the estimates of log GDP at time t as reported in vintage i and in the most recent

estimate j. Three aspects of these revision errors are typically of interest (see, e.g., Zellner

17 See Appendix A for details.
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1958). The first is the size of et|i,j (the “error in the level”), for example the mean, standard

error (sd) and mean absolute deviation (mad) over either i or t. The second is the size of

the revision error on the quarterly growth rates, that is,

(Yt,j − Yt−1,j+1)− (Yt,i − Yt−1,i+1) = et|i,j − et−1|i+1,j+1

(the “error in the amount of change”). The third is the fraction of cases when Yt,j−Yt−1,j+1
and Yt,i−Yt−1,i+1 have opposite sign (the “error in the direction of change”). The last aspect
may be especially important near turning points of the business cycle (Diebold & Rudebusch

1991b, and Dynan & Elmendorf 2001). All three aspects may be inversely related to the

speed with which the data are reported, and may be affected by changes in the seasonal

adjustment procedures.

Table 1 presents, for the quarterly growth rates of the main GDP components, the

mean, standard deviation (sd), and mean absolute deviation (mad) of the revision errors

relative to the most recent vintage, computed over the period from 1994q1 to the release

date (the date at the top of each column). For example, the rows labelled mad report the

mean absolute deviation Q−1
P1999q3+i

t=1994q1 |Zt,j − Zt,i| computed for the Q quarters between

1994q1 and 1999q3+i, 1 ≤ i ≤ j, where j = 13 denotes the “final” (most recent) estimate of

the growth rate. Thus, for i = 3, the statistics are computed over the sample ranging from

1994q1 to 2000q2. In this case, the figures in the table represent the average “corrections”

made to the growth rates, relative to the most recent vintage, over the whole period from

1994q1 to 2000q2. The table does not show any strong bias in the preliminary estimates

(the mean revision error is nearly zero), confirming a similar finding reported by Busetti

(2001) for the late ESA 1979 vintages.

A closer look to the table reveals that, while revisions on average tend to compensate,

sometimes they can be sizeable, as highlighted by their standard errors and mean absolute

deviations. In particular, the largest revisions involve fixed investments (above all transport

equipments and metal products and machinery), imports and exports. Although consump-

tion growth rates are less exposed to data revisions, small changes in this series can be

important because national final consumption represents about 77% of GDP. However, the

values reported in the table depend on the fact that averages are taken using a fixed origin

(1994q1) up to the relevant release. In this way, there is a longer and longer fraction of
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the time series that becomes stably equal to the final release in the most recent estimates.

When fixed 12-quarter wide windows are taken into account, the results change slightly,

as reported in Table 2, and some systematic biases emerge. For example, the figures show

that the investment series tends to be underestimated especially because of a negative bias

in the estimate of the Transport equipment and Construction components. For the former,

the quarter-on-quarter percentage growth rate is on average underestimated of about 0.7%

(per quarter) over all the releases considered in the table.

A graphical summary of all the quarter-on-quarter revisions to the quarter-on-quarter

growth rate of the main national accounts variables is presented in Figure 5. The figure

plots the densities of the non-null quarter-on-quarter revisions on the sample 1982q1—2002q4

over all the 13 releases. Even considering this larger data set, the quarter-on-quarter revi-

sions appear to be generally symmetric around zero. Again, it is confirmed that the most

uncertain estimates are those related to the external trade and, to a lesser extent, to fixed

investments.

3.4 Implications for short-term economic analysis

This section investigates how revisions may affect the analysis and interpretation of short-

term economic movements. Indeed, from an analyst’s viewpoint, it is important to under-

stand to what extent revisions can lead one to modify his/her overall interpretation of the

business cycle. In particular, is it possible that one goes completely wrong in the detection

of the main items that contribute most to recent economic growth? We shall argue that

this can happen, but is seldom the case in practice.18

Figures 6—9 show the revisions across releases of the contribution of the main GDP

components to aggregate GDP growth. If the revision of the contribution of a specific

component represents a significant fraction of GDP growth, then our interpretation of the

economy based on the information set available in the previous quarter is also likely to

require a revision. Figures 6 and 7 show that, except in rare cases, the estimates of the

contribution of consumption and investments to GDP growth can be considered as relatively

stable and reliable, at least from a quarter-on-quarter perspective. This means that revisions

18 However, as shown below, there are other, more subtle ways in which revisions can adversely and
significantly affect economic analyses and forecasts.
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are unlikely to lead us to substantially revise our assessment of the role of internal final

demand in shaping the dynamics of GDP. An important exception is the first quarter of

2001, when the contribution of national final consumption was initially estimated as being

null, but was lately corrected into +0.36%, nearly half of GDP growth. Another exception

is the second quarter of 2000, when the estimated contribution of final consumption more

than doubled (to 0.64%) with respect to the previous vintages in correspondence with the

dissemination of release 2000q4 (GDP growth was then estimated to be about 0.20%), while

the contribution of inventories was significantly revised downward.

The matter is slightly different when we consider the contribution to growth of invento-

ries and net exports (see Figures 8 and 9). Indeed, the estimates of the contribution of net

exports are relatively volatile, reflecting the higher uncertainty associated with imports and

exports estimates. Further, they often represent a significant fraction of GDP growth. The

revisions to the contribution of inventories mirror those of net exports. Since inventories

are estimated as the quantity that balances the resources and uses account, changes in this

component might erroneously include significant bits of the external trade that have not

been allocated in the different demand items.

In short-term economic analysis, when dealing with the data of the early quarters of the

year, it is common practice to compute the average annual growth rate under the hypothesis

that growth for the variable of interest will be zero in the remaining quarters. This forecast

corresponds to the hypothesis that the variable of interest follows a pure random walk.19

This quantity gives a rough idea of what the economic performance would be under a status

quo condition. It is useful to compare it with formal annual forecasts in order to get an

idea of the gap to be filled for the forecasts to be fulfilled.

How is this practice influenced by data revisions? Can these näıve forecasts be contra-

dicted by later data changes? In Figures 10 and 11 we compute the implied annual growth

rates for each quarter of 1999 for GDP and some of its main components when the näıve

forecasts are applied to the different releases. Again, year 1999 is taken as an illustration,

being the first completed year after the ESA 1995 revision.

On average, revisions influence estimated percentage growth of GDP by about two

19 In Italy, such practice is called “calcolare l’acquisito”.

16



decimal points. This may be considered as an acceptable margin, given the uncertainty

with which GDP itself is estimated. However, if one looks at the data in more detail, then

large revisions can arise from one release to another, in particular for some investments

series, imports, and households’ consumption. This means that if we wanted to assess the

dynamics of the main GDP components using this widespread technique, then we could

easily go wrong, substantially missing the information carried by the latest releases. For

example, according to a forecaster’s viewpoint, the näıve forecast-based annual growth rate

computed over the third quarter should be a rather solid benchmark for other predictions.

Look at what happened to fixed investments in transport equipment between release 2001q3

and 2001q4: the estimated average annual growth rate estimated using the information

embodied in the first three quarters of 2001 in the two different releases jumped from 7.3 to

15.8%. This revision is largely due to the revision of the first three quarters of 2001 in the

two consecutive releases.20 The actual annual growth rate, as of release 2002q2, is 16.8%,

not too far from the näıve forecast based on release 2001q4, but more than double with

respect to the corresponding forecast computed on release 2001q3.

Similar considerations hold also as far as investments in construction and imports series

are considered. Somewhat disturbingly, sizeable and relatively stable components of GDP

can also be subject to this kind of effects. Consider for example the näıve forecast-based

annual growth rate of households’ consumption computed from releases 2000q3 and 2000q4.

In this case, the estimate increases from 1.6% to 2.1%. Given the weight and dynamics

of this variable, a revision of the annual growth rate of +0.5 percentage points must be

considered as large.

Of course, we know that these deviations are due to the updating of the annual figures,

where better and more complete sources are used. However, with reference to the forecaster’s

viewpoint, the evidence suggests that anticipating the dynamics of GDP component may

be a very difficult task. If näıve instruments like the one just described may fail badly, there

is no special reason to believe that more sophisticated ones may do much better, unless a

special treatment for possible data revisions is taken into account. Furthermore, the same

evidence also suggests that the estimated short-term dynamics of some quarterly national

20 Of course, there is also an effect due to the revision of the quarters of year 2000.
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accounts variables may become really informative only ex-post, when a first estimate of the

annual dynamics is available. Special caution should therefore be exerted when interpreting

these data, possibly comparing them with alternative indicators, when these are available.

4 Comparisons with other countries

In this section we compare the Italian evidence with the available evidence from other

countries.

4.1 Evidence from the USA

In this section we examine the revisions to US GDP as they stem from the real-time macro

data set maintained by the Federal Reserve Bank of Philadelphia (see Croushore & Stark

1999, 2001) and freely downloadable from http://www.phil.frb.org/econ/forecast/.21

The choice of comparing Italy with the USA is motivated by the high reputation of the

Federal agency that compiles the US national accounts (the Bureau of Economic Analysis at

the Department of Commerce), and the fact that estimation procedures for US and Italian

quarterly data represent, in a sense, two polar cases.22

First, unlike Italy, a significant fraction of the US quarterly national accounts items is

estimated on the basis of a direct estimation method. Benchmarking interpolation tech-

niques are also used to ensure consistency between the annual aggregates and the quarterly

ones, primarily in correspondence with annual revisions.

Second, the US and Italian revision schemes are rather different. Exception made for the

comprehensive “benchmark” revisions of the national income and product accounts (such

as in the first quarter of 2000), in the USA only the estimates of the last quarter are revised

quarterly, while in correspondence with the release of the second quarter of the year, 13

quarters back are changed (the first quarter of the current year plus the quarters of the

preceding three years), in order to take into account the revisions of the previous years’

annual data.

21 To our knowledge, the only other source of real-time macro data is for the UK. The data are available
from http://www.econ.cam.ac.uk/dae/keepitreal and data descriptions are provided in Egginton, Pick
and Vahey (2002).
22 See Seskin and Parker (1998) for a detailed description of the US national income and product accounts.
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Third, quarterly national accounts are released in the USA no later than 31 days after

the end of the reference quarter, while in Italy they are currently released about 70 days

after the end of the reference quarter.23

Figure 12 plots the quarter-on-quarter GDP revisions to US GDP from 2000q1 to 2002q2.

Revisions can occasionally be large, even larger than what we have seen for Italy. In spite of

this, revisions to the contributions to GDP growth are negligible, and the interpretation of

the main factors determining GDP growth from the demand side results extremely stable.

For brevity, in Figure 13 we report only the revisions to the contributions of consumption

to GDP growth, the other demand components showing a similar pattern.

Because of the trade-off between timeliness and accuracy, a fair comparison between

data revisions in Italy and in the US should take into account the much earlier release of

the US data. Further, average GDP growth was significantly more sustained in the USA

than in Italy during the period considered.

The history of revisions to the estimates of 1999 GDP is reported in Figures 14 and 15.

In particular, the estimates of the growth in 1999q4 have been revised in a range of about

half a percentage point. Again, it should be pointed out that economic growth in the USA

in that period has been much higher than in Italy.

Finally, the estimated densities of the quarter-on-quarter revisions (on the series 1982q1-

2002q2) are reported in Figure 16 for comparison with the Italian case. Given the different

revisions scheme, the US estimates are based on smaller samples. The estimated distribu-

tions are rather similar to the Italian ones, the only important difference being the smaller

variance of the revisions of imports and exports in the USA.

4.2 Evidence from other countries

Cross-country comparisons are not easy to carry out after the adoption of the ESA 1995 by

the European countries. However, some evidence based on the ESA 1979 national accounts

can be gathered from previous studies.

York and Atkinson (1997) analyze the revisions process in quarterly national accounts

of the G-7 countries in the period 1980—1993.24 Their paper highlights that, in the period

23 In both cases, we abstract from “flash” or “advance” estimates.
24 Data start in 1987 for Italy and in 1982 for the UK.
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considered there, there were no evidence of systematic bias in the preliminary national

accounts figures, but the mean absolute revision was, for some country, a non trivial value.

In terms of mean absolute GDP revision, Italy ranks second, just after France. However, if

the average GDP growth is taken into account (by dividing the mean absolute GDP revision

by the average growth), all the G-7 countries maintain approximately the same rankings,

with the exception of Italy and Japan that switch their positions, Italy ranking fifth and

Japan second. In two cases (Germany and the UK), the mean absolute revision is even

larger than the average GDP growth.

Surprisingly enough, the highly reputed British statistical agency (the UK Central Sta-

tistical Office, at that time) ranks seventh in both the absolute and the relative ratings.25

Where differences become relevant is in the timing of preliminary estimates dissemination.

The authors report that, at the time their paper was written, the US statistical agency was

the quickest in publishing the preliminary estimates just approximately four weeks after

the quarter’s end, the average delay being about 9 weeks. At that time, the Italian quar-

terly national accounts were released about fourteen weeks after the end of the reference

quarter.26

These results are by and large confirmed by Faust, Rogers and Wright (2000), who

also use data from OECD’s Main Economic Indicators. Contrary to York and Atkinson

(1997), this paper suggests that in some countries (notably Italy, Japan, and the UK)

revisions are rather predictable. In particular, in these countries large (low) preliminary

estimates are likely to be revised downward (upward), consistently with the hypothesis that

initial estimates are significantly corrupted by noise, which is lately corrected when new

information accrues.

This observation points again to the timeliness versus accuracy tradeoff. In this respect,

it should be highlighted that the timing of the first estimate of the quarterly national

accounts still varies substantially among countries. The US statistical agency is the quickest

(within 31 days after the end of the reference quarter), followed by the Japanese (45 days),

the Dutch (49 days), the British (56 days), and the German (58 days).27 The “slowest”

25 In this respect, the authors correctly remind that less revised data are not necessarily more accurate.
26 We already pointed out that Istat has reached some significant results in reducing this delay, but timing

differences should always be taken into account when performing reliability comparisons.
27 These delays do not consider advance or flash estimates and represent the timeliness of the estimates as
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agencies are the Swedish (90 days after the end of the reference quarter), the Belgian (98

days), the Irish and the Portuguese (about 120 days). Istat (Italy) and INSEE (France),

with their 70-day delay, are in an intermediate position, the average delay computed for the

EU15 countries, Canada, Japan and the USA being about 72 days.

5 Effects of GDP revisions

Three areas where data revisions can have important consequences are the definition of

key empirical regularities, forecasting and policy analysis. The three areas are intimately

connected with each other. For example, failure to properly identify the turning points of

the business cycle may lead to policy decisions that appear incorrect when revised data

become available (Dynan & Elmendorf 2001). On the other hand, if policy makers ignore

erratic, short-term volatility in macroeconomic indicators, then revision errors of relatively

large size may have small consequences (see, e.g., Maravall & Pierce 1986, and Sargent

1989).

Existing evidence indicates that many empirical findings may depend on the particular

data set employed. For example, Christoffersen, Ghysels, and Swanson (2000) show that

the influence of economic news in financial markets can be evaluated correctly only using

real-time data sets. Croushore and Stark (1999) highlight that some key macroeconomic

empirical results (the so-called “stylized facts”) depend crucially on the data vintage used.

Testing Hall’s (1978) life-cycle/permanent-income hypothesis is an example. Also Blan-

chard and Quah’s (1989) permanent-transitory decomposition appears to be sensitive to

the particular data release. This outcome seems to be even more general than the previous

one, being apparently related to the sensitiveness of structural VARs to small changes in

the data.

An important point that has been addressed only recently is that policy analysis using

real-time data and current-vintage data can differ substantially. In order to study past

economic policies and understand how and why policymakers reacted the way they did to

particular situations, it is essential to consider the same information that the policymakers

reported by the IMF Data Dissemination Standards. The British statistical agency produces also a version
of the quarterly national accounts whose delay is only 4 weeks after the reference quarter. However, this
first vintage is more similar to a “flash” estimate than to a regular one.
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had at the time they made their decisions. Using updated information would be unfair and

unrealistic (see for example Runkle 1998).

In the remainder of this section, we give a flavor of the effects of GDP revisions on various

aspects of the distribution of some GDP-related measures that are often of considerable

public policy interest.

5.1 Basic descriptive statistics

Consider first the effects of GDP revisions on the mean and the variance of some GDP-

related measures. Recall that the mean is the best unconditional predictor of a random

variable under quadratic loss, and the variance is the risk associated with this predictor.

The general message is that, even when they contain no systematic bias, preliminary data

are more noisy than true data.

The first measure is simply the (log) level Yt of GDP. The measurement equation (8) in

Appendix B.1 implies that

E Yt,i = αi + βi E Yt, VarYt,i = β2i VarYt +VarUt,i.

Thus, unless αi = 0 and βi = 1, preliminary data are subject to systematic bias. If

VarUt,i/VarYt > 1 − β2i (for example, if βi ≥ 1), then they are also more noisy than the
true data.

The second are ratios to GDP, such as the money stock to GDP ratio or the ratio of

government budget deficit to GDP. After taking logs, these ratios are of the form Zt =

Wt−Yt. Suppose for simplicity that the ith release of the data contains unbiased estimates

Yt,i and Wt,i of Yt and Wt respectively, that is, Yt,i = Yt + Ut,i and Wt,i =Wt + Vt,i, where

Ut,i and Vt,i are zero-mean measurement errors, independent of Yt and Wt, but possibly

correlated.28 In this case, the ith preliminary estimate Zt,i =Wt,j − Yt,i is unbiased for Zt,

that is, E(Zt,i − Zt) = 0. However,

VarZt,i −VarZt = Var(Vt,i − Ut,i) ≥ 0,

that is, the preliminary estimates of the ratio are more noisy than the actual ratio. Notice

28 Positive correlation is especially likely if Wt is a sizeable component of GDP, such as private consump-
tion.
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that the excess variability of Zt,i is higher if Ut,i and Vt,i are negatively correlated than if

they are positively correlated.

The third is the quarter-on-quarter GDP growth rate Xt = Yt − Yt−1. To analyze the

effects of GDP revisions in this case, again suppose that preliminary estimates are unbiased,

and consider the simple AR(1) plus noise model for GDP growth discussed in Appendix B.1.

This model implies that

Xt,i = Xt + t,i, (2)

where Xt,i = Yt,i−Yt−1,i+1 is the ith preliminary estimate at time t+ i of the GDP growth

rate and t,i is a white noise process, uncorrelated with Xt, with mean zero and finite

variance.

It follows immediately from (2) that, although preliminary estimates of GDP growth

are unbiased for Xt, that is, E(Xt,i −Xt) = 0, we have

VarXt,i −VarXt = Var t,i ≥ 0,

that is, preliminary estimates of GDP growth are more noisy than actual GDP growth.

Notice that the autocovariances of GDP growth are not affected if t,i is a white-noise

process, but not under more general processes.

5.2 Forecasting

We now consider the problem of forecasting future values of GDP growth Xt = Yt−Yt−1 on
the basis of the information available up to time t.29 This section summarizes the results

presented in Appendix B.2.

At each point in time, several forecasts are available. A sub-optimal forecast ignores

the preliminary data completely and uses the forecasting model and the finally revised

observations. A näıve forecast ignores the distinction between preliminary and final data,

and is typically constructed on the basis of the assumed model using the most recent

preliminary observation of the unobserved true values.

Suppose for example that GDP growth (or, more precisely, the deviations of GDP growth

from its mean) follows a zero-mean AR(1) process with known autoregressive parameter

29 Given a forecast of Xt+1, a forecast of (log) GDP at time t + 1 is easily obtained from the fact that
Yt+1 = Yt +Xt+1.

23



|φ| < 1. If GDP were fully observable with no delay, then the best (i.e. minimum MSE)

forecast of Xt+j available at time t would be

X̂t+j|t = φjXt.

If the finally revised data are released with a delay of d ≥ 1 periods, the sub-optimal forecast
that completely ignores the preliminary data is

X̂∗
t+j|t = φj+dXt−d.

When φ is not too close to unity and d (the delay in the availability of the final data) is

large, this forecast is essentially useless because indistinguishable from the unconditional

mean.

Under the AR(1) plus noise model, the näıve j-step ahead forecast is

X̃t+j|t = φjXt,1.

If d = 1, the best forecast is

X̃∗
t+j|t = φj [βXt,1 + (1− β)φXt−1],

with 0 ≤ β ≤ 1 (β = 1 if GDP is fully observable with no delay).
The best forecast may be written

X̃∗
t+j|t = φj [βXt,1 + (1− β)X̂t|t−1],

where X̂t|t−1 = φXt−1 is the one-step-ahead forecast from an AR(1) model. This expression

suggests two alternative methods for improving upon the näıve forecast in more general

models. The first method consists of modifying the forecast initial conditions. In the

AR(1) plus noise model, this involves replacing the näıve forecast by φjX∗
t , where

X∗
t = βXt,1 + (1− β)X̂t|t−1

is a convex combination of the preliminary estimate Xt,1 and the one-step-ahead forecast

from the model. The second method consists of an intercept correction. In the AR(1) plus

noise model, this involves replacing φjXt,1 by φ
j(Xt,1 + ct), where

ct = X∗
t −Xt,1 = −(1− β)(Xt,1 − X̂t|t−1),
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with ct = 0 if Xt,1 = X̂t|t−1.

Both methods are fully optimal for the AR(1) with noise model but need not be so

for more general models. Busetti (2001) explores their properties using the Bank of Italy

Quarterly Econometric Model.

5.3 Impulse response analysis

Sofar, we assumed complete knowledge of the data generating process. In fact, data revisions

may have strong implications for the properties of estimated econometric models. Indeed,

revisions can induce parameters changes or even different specifications of the model for

the outcome variable of interest. However, when revisions are primarily concentrated in

the most recent data, one should not expect the identified and estimated models to be too

different.

We briefly investigate this issue using a simple univariate framework. We represent each

GDP component (in log first differences) as

ϕ(L)Xt = µ+ wdt + ϑ(L)υt, (3)

where Xt denotes the first differences of the national accounts item under scrutiny, ϕ(L) and

ϑ(L) are polynomials in the lag operator L, wdt represents a variable for (first differenced

and seasonally adjusted) trading days and υt is a white-noise process. The reason for

including wdt in the model is that Italian national accounts data are not adjusted for

calendar effects, so that wdt may have explanatory power that can be fruitfully exploited.

For each GDP component, we identify and estimate two separate models using a com-

mon sample (1982q1—1999q4) extracted from the 1999q4 and 2002q4 releases, respectively.

Model identification is attained by selecting the model with the “best” BIC criterion and

no residuals autocorrelation over all the possible combinations of AR and MA components

up to order 5. Estimation is always performed by exact maximum likelihood.

In order to summarize the empirical results, we use the impulse response functions of

the estimated models (Figures 17—19). We think that they are adequate to represent the be-

havior of dynamic forecasts derived from the estimated models. Though model parameters

and parameterizations are sometimes different, the impulse response functions of the models

estimated on the 1999q4 release are generally not dramatically different from those derived
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from the models estimated on the most recent release (2002q4). Significant differences arise

only with respect to fixed investments (particularly transport equipment and construction)

and stock changes. Also total resources show rather different impulse response functions in

the two cases, but it is seldom the case that this variable is forecasted directly rather than

being derived from the forecasts of its main components.

With the exceptions outlined above, the impulse response functions estimated on the

preliminary and the “final” releases do not differ much. Hence, it appears that the most

relevant differences in terms of forecasting are confined to those related to the change of

the forecast origin. A proper use of intercept corrections might therefore be advisable.

6 Concluding remarks

In this paper we study why national accounts data revisions arise, offer some assessments

of their extent in Italy as compared to the United States and other industrialized countries,

and indicate their implications for data users. We do not address the issue of the accuracy

of the national accounts estimates. In fact, revisions per se are not a measure of accuracy.

The focus of the paper is on quarterly data, although revisions stem from modifications

in both the annual and the quarterly information set. In those countries, like Italy, where

quarterly national accounts items are estimated using indirect methods, a change in the

annual data affect the quarterly profiles in three ways. First, via the direct effect of the

change in the annual average. Second, through the re-estimation of the measurement equa-

tions that are at the core of the econometric time disaggregation methods. Third, via the

“propagation” autoregressive mechanism that characterizes many time series disaggregation

procedures.

Even at the quarterly frequency, one of the main sources of revision is the arrival of

new and more complete information. This is true also when indirect methods are used,

especially when forecasted values for the main indicators are substituted by the actual ones

as soon as they become available.

Quarterly series are also subject to quarter to quarter changes for the effect of seasonal

adjustment procedures that typically give slightly different results when applied to time

series of different length. In this respect, it should be recognized that some research has
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been carried out at Istat to minimize the extent of this component of the overall revision

(see Di Palma & Savio 2000).

We focus on the 13 most recent quarterly Italian national accounts data vintages, evalu-

ated according to the ESA 1995 accounting scheme. The extent of data revisions is compa-

rable to that experienced by the US national accounts. However, it should be stressed that

the publication delay of US data is much shorter and that economic growth in Italy has

been considerably lower than in the US in the period covered by our sample. Furthermore,

while in Italy there are a few instances in which the interpretation of the main causes of

GDP growth have been changed by later data, in the US, the contribution of the main

demand components to GDP growth is more stable, and no issue of this kind arise in the

period considered in our study. Evidence gathered from previous papers (referring to the

old ESA 1979 accounting scheme) suggests that Italy is in a mid-ranking position among

the most industrialized countries, as far as national accounts data revisions are concerned.

We investigate the theoretical and empirical implications of data revisions for forecast-

ing. On the empirical side, we show that some commonly used näıve forecasting techniques

may be misleading in the presence of data revisions of the size experienced in Italy. On

the other hand, the impulse response functions of simple univariate models estimated on

different data releases appear to be rather similar, except for some specific series. This

finding suggests that the most serious problem for forecasting is related to the revisions of

the forecast origin, rather than to the dynamics implicit in the forecasting model.

On the theoretical side, it is even difficult to think of an uncontroversial way of comparing

the quality of alternative forecasts, when these are corrupted by data revisions. This is

because the dynamics implicit in the first estimate of a quarter with respect to the forecast

origin combine both the dynamics of the variable within the same release and the revision

between successive releases. Which series should be taken as the “true” one? The most

recent? The one that includes the first estimate of forecast data point? Both choice could

be criticized, but they imply different conclusions in terms of forecasting performance.

Data revisions do adversely affect the quality of forecasts. However, how large is this

influence is an empirical matter that depends on the particular series being forecast. Not

using at all preliminary estimates is not a viable solution. We show that forecasts combina-
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tion and intercept corrections may offer better answers. We have analyzed this issue only

in a simplified univariate framework. The negative influence of data revisions is likely to

be more pronounced in large econometric models. This would suggest using simple fore-

casting tools to obtain more reliable forecasts. At the moment, however, these are simply

conjectures and open research issues.

We conclude with some policy recommendations, distinguishing between those for data

producers and those for data users. Our first set of issues regards how to monitor and

regulate the quality of the production process of national accounts data.

In science, a necessary condition for quality is replicability. For example, scientific

journals typically require data and programs to be made publicly available. Replicability

would require availability of the raw data and a complete documentation of the procedures

being used.

Although the quality of the available documentation has certainly improved, complete

replicability is likely to be hard or even impossible, given the complexity of the estimation

procedures of national accounts data. Microdata come from different sources, often there are

privacy issues; procedures are highly standardized but sometimes unexpected problems may

arise with respect to which ad hoc decisions have to be made; the exact timing with respect

to which national accountants receive the necessary information is often unpredictable and

not replicable, with serious consequences on the replicability of the estimates.

If we accept the view that there is a limit to complete replicability of national accounts

data, how big should this limit be? How far are we from attaining the limit? Large

deviations are likely to signal inefficiencies in data production. How can these inefficiencies

be reduced? Given the complexity of the data production process, it is extremely difficult

to address these issues. Moreover, they concern not only Istat, but also Ministries, public

and private offices and enterprizes, and even international organizations. In this respect, it

should be acknowledged that the European Statistical Agencies have recently become well

aware of the problem, suggesting that

The need for standardisation of methodologies used in the estimate of aggregates

required by the accounting model of the NA and the need for an Integrated

Information System are determined not only by the will to use the highest
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informative power of existing sources, but also by the need for “repeatable”

estimates. Above conditions are deemed necessary so that the estimates could

be considered part of a methodological model which is clear to users and able

to measure statistic effectiveness. (Calzaroni & Puggioni 1998.)

There is no doubt that some structural problems, namely the weight of small firms in

the economy, the size of the underground economy, and the extent of regional inequality,

make GDP measurement particularly difficult in Italy. At the same time, the informational

problems that affect our understanding of the economic issues involved, make it harder to

find appropriate policies and reasonable solutions.

Turning to the specific question about how the data production process could be im-

proved, three actors may play an important role, besides Istat itself: the Commission for

the Protection of Statistical Information (Commissione per la Garanzia dell’Informazione

Statistica or CGIS), international organizations (Eurostat, OECD, IMF, ECB, United Na-

tions, etc.), and the scientific community. The role of the scientific community is, in our

view, especially important. It is often the case that not all the national accounts items can

be scrutinized with the same accuracy during the production process. Serious data users

can provide a thorough check on data quality. This is simply because of the extensive and

careful use they make of these data. If only for this reason, feedback from the scientific

community should be appreciated and valued by statistical agencies.

The last remark, takes us to our second set of issues, those aimed at the data users.

As far as policy rules are concerned, the available evidence suggests “prudence” and the

use of rules rather than “activist” policies. For example, Swanson, Ghysels and Callan

(1998) show that if the Fed used a Taylor-type rule and based policy decisions on changes

in the index of industrial production, then policy would have improved significantly if policy

makers had waited for data to be revised, rather than react to newly released data. This is

particularly the case when data are contaminated by noise.

Last but not least, when analyzing economic performance it is advisable not to rely on

a single indicator. Even if the focus is on real economic activity, it is advisable to have

alternative measures, possibly related to synthetic leading and coincident indicators, rather

than just quarterly GDP. However, bear in mind that also the forecasting performance of
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leading indicators worsens dramatically when real-time data are considered, independently

of the levels or the turning points being the quantities to be forecast (see e.g. Diebold &

Rudebusch 1991a, 1991b).
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Table 1: Summary statistics of revisions errors of GDP components percentage growth rates
computed with respect to the last (13th) available vintage. Statistics are calculated over
the sample 1994q1 ≤ t ≤ date of release. The figures in the table represent the average
“corrections” to the growth rates over the whole time series starting from the first quarter
1994.

1999q4 2000q1 2000q2 2000q3 2000q4 2001q1 2001q2 2001q3 2001q4

mean 0.04 0.03 0.03 0.03 0.01 0.01 0.01 0.01 0.01
GDP sd 0.23 0.21 0.22 0.21 0.11 0.11 0.12 0.12 0.08

mad 0.20 0.19 0.19 0.19 0.06 0.06 0.06 0.06 0.06

mean 0.14 0.26 0.09 0.03 0.00 0.01 0.02 0.01 0.01
Imports sd 1.29 1.14 1.90 1.69 1.40 1.19 1.40 1.34 0.68

mad 1.37 1.34 1.53 1.50 0.62 0.61 0.58 0.61 0.59

mean 0.06 0.08 0.04 0.03 0.01 0.01 0.01 0.01 0.01
Total resources sd 0.35 0.30 0.46 0.40 0.29 0.27 0.33 0.31 0.17

mad 0.28 0.36 0.41 0.37 0.15 0.11 0.09 0.13 0.12

mean 0.09 0.06 0.07 0.08 0.02 0.03 0.02 0.02 0.01
National consumption sd 0.32 0.30 0.31 0.29 0.16 0.18 0.17 0.17 0.11

mad 0.27 0.28 0.30 0.29 0.08 0.15 0.11 0.12 0.06

mean 0.11 0.09 0.09 0.10 0.02 0.02 0.00 0.00 0.00
Households’ consumption sd 0.39 0.37 0.38 0.35 0.17 0.17 0.18 0.18 0.15

mad 0.34 0.44 0.42 0.40 0.11 0.12 0.12 0.17 0.11

mean -0.01 -0.02 -0.01 0.00 0.01 0.05 0.08 0.08 0.05
Public consumption sd 0.23 0.23 0.24 0.25 0.21 0.31 0.34 0.32 0.18

mad 0.22 0.21 0.21 0.21 0.12 0.11 0.15 0.14 0.06

mean 0.05 0.09 0.04 0.07 0.03 0.07 0.10 0.10 0.00
Fixed investments sd 0.91 0.89 0.83 0.83 0.45 0.47 0.47 0.46 0.40

mad 0.54 0.69 0.37 0.54 0.36 0.43 0.46 0.36 0.22

mean 0.03 -0.02 -0.04 -0.02 -0.03 -0.04 -0.02 -0.01 0.01
Machinery sd 1.64 1.55 1.51 1.50 0.64 0.54 0.55 0.54 0.45

mad 1.16 1.01 1.05 1.01 0.45 0.23 0.39 0.39 0.24

mean 0.16 0.18 0.19 0.20 0.14 0.45 0.52 0.56 0.05
Transport equipments sd 3.07 3.00 2.93 2.75 1.38 2.05 2.11 2.15 1.45

mad 2.29 2.15 2.03 1.77 0.76 0.95 1.00 0.58 0.46

mean 0.03 0.15 0.05 0.12 0.08 0.09 0.11 0.08 -0.03
Construction sd 0.70 0.83 0.72 0.77 0.74 0.74 0.74 0.71 0.62

mad 0.56 0.58 0.72 0.65 0.37 0.40 0.40 0.35 0.21

mean 0.11 0.19 0.10 0.06 -0.06 -0.01 -0.06 -0.02 -0.03
Exports sd 1.15 1.25 1.50 1.33 1.50 1.47 1.61 1.53 0.79

mad 0.85 1.08 1.17 0.97 0.37 0.35 0.35 0.35 0.22
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Table 2: Summary statistics of revisions errors of GDP components percentage growth
rates computed with respect to the last (13th) available vintage. Statistics are calculated.
Statistics are computed over 12-quarter moving samples.

1999q4 2000q1 2000q2 2000q3 2000q4 2001q1 2001q2 2001q3 2001q4

mean 0.06 0.08 0.05 0.07 0.02 0.03 0.02 0.02 0.03
GDP sd 0.21 0.25 0.26 0.26 0.12 0.10 0.15 0.14 0.11

mad 0.22 0.20 0.18 0.23 0.10 0.10 0.19 0.11 0.10

mean 0.06 0.38 0.58 0.11 -0.12 0.05 0.11 0.18 -0.05
Imports sd 1.62 1.05 2.10 2.29 2.08 1.81 2.18 2.07 0.98

mad 1.38 0.91 2.06 2.61 1.24 1.27 1.21 1.23 1.22

mean 0.06 0.14 0.17 0.08 0.00 0.04 0.04 0.05 0.01
Total resources sd 0.40 0.35 0.57 0.55 0.40 0.37 0.49 0.46 0.25

mad 0.43 0.46 0.71 0.62 0.22 0.22 0.15 0.25 0.33

mean 0.14 0.20 0.13 0.17 0.00 0.02 0.06 0.06 0.03
National consumption sd 0.35 0.30 0.31 0.21 0.13 0.17 0.18 0.19 0.15

mad 0.38 0.31 0.32 0.27 0.08 0.16 0.19 0.16 0.10

mean 0.18 0.26 0.17 0.22 0.01 0.03 0.04 0.01 0.01
Households’ consumption sd 0.42 0.38 0.41 0.29 0.15 0.19 0.18 0.22 0.22

mad 0.57 0.42 0.50 0.30 0.11 0.22 0.15 0.22 0.21

mean 0.01 0.02 0.02 0.02 -0.02 0.02 0.15 0.20 0.09
Public consumption sd 0.28 0.25 0.25 0.26 0.20 0.24 0.44 0.43 0.24

mad 0.29 0.24 0.22 0.19 0.24 0.24 0.30 0.28 0.21

mean 0.10 0.16 0.19 0.15 0.11 0.07 0.19 0.31 0.04
Fixed investments sd 0.79 0.76 0.66 0.66 0.39 0.40 0.44 0.43 0.52

mad 0.54 0.72 0.48 0.34 0.51 0.44 0.28 0.41 0.62

mean 0.11 0.12 0.00 -0.02 -0.01 -0.05 -0.09 0.07 0.08
Machinery sd 1.11 0.99 0.98 1.02 0.66 0.46 0.41 0.47 0.70

mad 1.25 0.94 0.99 1.08 1.12 0.51 0.58 0.39 0.62

mean 0.04 0.56 0.78 0.94 0.49 0.43 1.36 1.57 0.04
Transport equipments sd 3.24 2.50 2.38 1.94 1.56 1.68 2.95 3.02 2.34

mad 2.09 1.68 1.57 1.07 1.26 1.20 1.33 1.22 1.51

mean 0.08 0.09 0.24 0.14 0.15 0.11 0.17 0.23 -0.02
Construction sd 0.92 0.90 0.75 0.70 0.61 0.60 0.61 0.61 0.28

mad 0.48 0.59 0.53 0.90 0.40 0.44 0.51 0.63 0.25

mean -0.05 0.22 0.56 0.03 -0.09 -0.14 0.02 -0.06 -0.07
Exports sd 1.18 1.49 1.67 1.59 2.32 2.29 2.57 2.51 1.30

mad 0.86 1.32 1.95 1.24 0.79 0.93 0.77 0.81 0.64
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Figure 1: Annual and quarterly time-series revisions: Release 1999q4 (broken line) and
release 200q4 (solid line). The annual figures (horizontal lines) are represented by quarterly
average.
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Figure 2: Estimates of the four 1999 quarters of Italian GDP in the last 13 revisions
(quarter-on-quarter percentage changes): solid line, first quarter; long dashed, second quar-
ter; dashed, third quarter; dot-dashed, fourth quarter.
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Figure 3: Estimates of the four 1999 quarters of Italian GDP main components in the last
13 revisions (quarter-on-quarter % changes): solid line, first quarter; long dashed, second
quarter; dashed, third quarter; dot-dashed, fourth quarter.
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Figure 4: Quarter-on-quarter revisions of Italian GDP (% changes).
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Figure 5: Estimated kernel densities of the quarter-on-quarter revisions in the quarter-on-
quarter % growth rates: Gaussian kernel with biased cross-validation bandwidth selection.
Normal densities with same mean and variance of the observed data are reported for com-
parison (dashed lines).
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Figure 6: Quarter-on-quarter Italian GDP growth (solid line), and quarter-on-quarter revi-
sions of contribution to GDP growth: Consumption.
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Figure 7: Quarter-on-quarter Italian GDP growth (solid line), and quarter-on-quarter revi-
sions of contribution to GDP growth: Fixed investments.
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Figure 8: Quarter-on-quarter Italian GDP growth (solid line), and quarter-on-quarter revi-
sions of contribution to GDP growth: Net exports.
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Figure 9: Quarter-on-quarter Italian GDP growth (solid line), and quarter-on-quarter revi-
sions of contribution to GDP growth: Inventories.
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Figure 10: Näıve forecasts of annual growth rates of Italian GDP and its main components
in 1999 over the last 13 revisions: solid line, first quarter; long dashed, second quarter;
dashed, third quarter; dot-dashed, fourth quarter. The data for the fourth quarter coincide
with the estimates of actual annual growth rates.
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Figure 11: Näıve forecasts of annual growth rates of Italian fixed investments in 1999 over
the last 13 revisions: solid line, first quarter; long dashed, second quarter; dashed, third
quarter; dot-dashed, fourth quarter. The data for the fourth quarter coincide with the
estimates of actual annual growth rates.
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Figure 12: Quarter-on-quarter revisions of US GDP (% changes).
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Figure 13: Quarter-on-quarter US GDP growth (solid line), and quarter-on-quarter revisions
of contribution to GDP growth: Personal consumption.
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Figure 14: Estimates of the four 1999 quarters of US GDP in the last 11 revisions (quarter-
on-quarter % changes): solid line, first quarter; long dashed, second quarter; dashed, third
quarter; dot-dashed, fourth quarter.
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Figure 15: Estimates of the four 1999 quarters of US GDP main components in the last
11 revisions (quarter-on-quarter % changes): solid line, first quarter; long dashed, second
quarter; dashed, third quarter; dot-dashed, fourth quarter.
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Figure 16: Estimated kernel densities of the quarter-on-quarter revisions of the quarter-on-
quarter growth rates (% changes) of US GDP and its main components: Gaussian kernel
with biased cross-validation bandwidth selection. Normal densities with same mean and
variance of the observed data are reported for comparison (dashed lines).
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Figure 17: Estimated impulse response functions.
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Figure 18: Estimated impulse response functions.
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Figure 19: Estimated impulse response functions.
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A The indirect estimation approach

In Italy, the main sources for the estimation of the annual national accounts are not available

on a quarterly basis. Therefore, consistently with the prescriptions of ESA 1995 (Eurostat

1996, §1̃2.04), Italian quarterly national accounts are estimated using an indirect approach.
Indeed, this is a common situation for a number of statistical agencies in Europe (see

e.g. Bruno et al., 2002). The indirect approach used by Istat traces back to the seminal

contribution of Chow and Lin (1971), as modified by Barbone, Bodo and Visco (1981).

A detailed discussion of the theoretical limitations of this methodology can be found in

Cainelli and Lupi (1999a).

The Chow-Lin approach to time series disaggregation can be summarized as follows.

Let {Zt}Tt=1 be a scalar time series (the “variable of interest”) observed with frequency 1
(annual) from time 1 to time T . Let {Wt}Tt=1 be a vector of k ≥ 1 time series (the so-called
“indicators”), which are related to {Zt}.30 By related, we mean that the indicators measure
essentially the same phenomenon captured by the variable of interest, but with different

features. Notably, the variable of interest is observable only at annual frequency, while the

indicators are observed also at monthly or quarterly frequency. A typical example is when

the variable of interest is the national accounts estimate of the production of industry i,

and the indicator is the industrial production index for the same industry. The national

account estimate is available only at annual frequency, while the industrial production index

is published on a monthly basis. The nature of the two quantities differs for a number of

reasons (coverage, numeraire, etc.), but both measure industrial output.

Let us now use lower cases to denote the high-frequency (quarterly) quantities, so that

{wt}4T+τt=1 is the indicator(s) series at the disaggregate frequency, {zt}4T+τt=1 is the unobserved

quarterly variable, and τ is an integer (0 < τ < 4) which is different from zero if we do not

observe the annual value of the current year but we have τ observations for the disaggregate

indicator(s). In what follows, we consider explicitly only the case τ = 0. The extension to

τ 6= 0 is straightforward, but requires a slight complication in the notation.
We indicate with boldface fonts the whole time series of the variable and its indicator(s)

30 Of course, when there is a single indicator, so that k = 1, then {Wt} is also a scalar time series.
However, this occurs rarely in real applications since the common practice is to consider a constant term
among the indicators. Therefore, in general, k ≥ 2.
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so that, for example, z and w are, respectively, the vector of the unknown values of {zt}4Tt=1
and the matrix of observations on {wt}mT

t=1 at the quarterly frequency. The time aggregation

from z to Z and from w toW is obtained by applying the linear transforms Z = Az and

W = Az, where the aggregation matrix A is such that A = IT ⊗ (1, 1, 1, 1), with IT the

T × T identity matrix and ⊗ the Kronecker product.31
The Chow-Lin approach is based on the hypothesis that the relation between the dis-

aggregate variable and its indicator(s) is

z = wβ + u, (4)

where u is a vector of residuals such that E u = 0 and E uu> = Ωu. The practical

implementation of the method used by Istat also assumes that

ut = ρut−1 + εt, εt ∼ iid N (0, σ2ε) (5)

(see e.g. Barbone, Bodo & Visco 1981). This assumption is both an identifying restriction

and a practical way to obtain rather smooth disaggregated series (see Cainelli & Lupi 1999a).

Given (4), the aggregated relation is

Z =Wβ +U, (6)

with U = Au, EU = 0, EUU> = ΩU = AΩuA
>. When ΩU is known, from (6) it is

possible to derive the GLS estimator of β

β̂ = (W>Ω−1U W)−1W>Ω−1U Z.

Finally, the Chow-Lin estimator of z is given by

ẑ = wβ̂ + LÛ, (7)

where Û = Z−Wβ̂ are the GLS residuals from (6) and L = ΩuA
>Ω−1U . Chow and Lin (1971)

prove that not only Aẑ = Z (so that the estimated values sum up to the known temporally

aggregated ones), but also that, if Ωu is known,
32 then (7) gives the best linear unbiased

31 The form of the matrix A reported in the text corresponds to the aggregation by sum of quarterly
values. The extension to the aggregation by averaging and to different frequencies is straightforward.
32 The issues related to this hypothesis are discussed in detail in Cainelli and Lupi (1999a).
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estimator for z. In practice, Ωu is unknown and the solution advocated by Barbone, Bodo

and Visco (1981) is to estimate ΩU by assuming ut ∼ AR(1), as in (5), and by minimizing
Û>Ω−1U Û iteratively with respect to ρ, by iterating on a grid of values for ρ.

The estimation of the quarterly national accounts uses the Chow-Lin approach to tem-

porally disaggregate national accounts variables at a very detailed level, so that the whole

process requires the application of the method over thousands of time series.33

B State-space modelling and forecasting

The state-space representation and the Kalman filter have become a standard approach to

modelling and forecasting GDP in the presence of data revisions. The approach, initially

proposed by Howrey (1978) and Conrad and Corrado (1979), can easily be extended to

multivariate settings (see e.g. Patterson 1995, and Busetti 2001).

B.1 State-space modelling

Let Yt denote the true value of log GDP at time t (as defined on the basis of a given system of

conventions, such as ESA 1995), and let Yt,i denote its preliminary estimate as of release or

“vintage” i (i = 1, 2, 3, . . .). We assume that Yt,i is available at time t+ i and that Yt,d = Yt,

that is, Yt is fully observed with a delay of d ≥ 1 periods. The relationship between the ith
preliminary estimate and true GDP is described by the “measurement equation”

Yt,i = αi + βiYt + Ut,i, i = 1, . . . , d− 1, (8)

where Ut,i is a zero-mean random variable, independent of Yt, representing the error made

in release i. To capture the serial correlation of revisions, the Ut,i may be serially correlated.

Patterson (1995) and Gallo and Marcellino (1999) notice that, if {Yt,i} and {Yt} are inte-
grated processes and {Ut,i} is a stationary process, then (8) is a cointegrating relationship
whose cointegrating vector (−αi, −βi) can be estimated superconsistently by OLS.

The assumption that Yt is fully observed with a delay of d periods implies that (8) also

hold for i = d, with αd = 0, βd = 1 and VarUt,d = 0. A preliminary estimate Yt,i is said to

be unbiased if αi = 0 and βi = 1, in which case E(Yt,i − Yt) = 0. A test of unbiasedness of

33 The issues related to the “right” (cross section) aggregation level to be considered in the estimation of
the quarterly national accounts are addressed in Cainelli and Lupi (1999a, 1999b).
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the ith release based on the OLS estimates of αi and βi in a regression of Yt,i on Yt is also

known as a Mincer-Zarnowitz test.

Log GDP is assumed to obey the dynamic model

Φ(L)Yt = µ+ Vt, (9)

where Φ(L) = 1 − φ1L − · · · − φpL
p is a polynomial in the lag operator L and {Vt} is a

stationary process. Notice that some roots of Φp(L) may lie on the unit circle, that is,

{Yt} may be an integrated process. Model (9) may easily be put in “companion form”, thus
completing the state-space representation of the system. Optimal forecasts of Yt+j based on

the information available up to time t may then be computed recursively using the Kalman

filter (see e.g. Harvey 1989).

An important special case of (8)—(9) is when Φ(L) = (1−φL)(1−L) and {Vt} is a white
noise process with zero mean and finite variance σ2V . In this case, the growth rate of GDP,

Xt = Yt − Yt−1, follows a stationary stable AR(1) process with mean equal to µ/(1 − φ),

that is,

Xt = µ+ φXt−1 + Vt.

If the preliminary estimates of GDP are unbiased, then

Xt,i = Xt + t,i,

where Xt,i = Yt,i−Yt−1,i+1 is the ith preliminary estimate of the GDP growth rate available
at time t + i and t,i = Ut,i − Ut−1,i+1. The AR(1) plus noise model for GDP growth

corresponds to the case when i,t is a white noise process with zero mean and finite variance

σ2.

B.2 Forecasting

If GDP growth follows a stable invertible process with MA(∞) representationXt =
P∞

h=0 ψhVt−h,

where {Vt} is a white-noise process, then its best (i.e. minimum MSE) j-step-ahead forecast
is

X̂t+j|t =
∞X
h=0

ψj+hVt−h =
∞X
h=0

ψj+h(
∞X
s=0

πsXt−h−s) =
∞X
h=0

π
(j)
h Xt−h,
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where {πh} are the weights in the AR(∞) representations of the process, π(j)0 = ψj , π
(j)
1 =

ψjπ1 + ψj+1, π
(j)
2 = ψjπ2 + ψj+1π1 + ψj+2, etc. The associated forecast MSE is

MSE(X̂t+j|t) = σ2V

jX
h=1

ψ2h−1.

A näıve j-step-ahead forecast may be constructed on the basis of model (9) using the

most recent preliminary observation of the unobserved true values. This forecast ignores

the distinction between provisional and final data. If the preliminary estimate is unbiased,

then the näıve j-step-ahead forecast of GDP growth is

X̃t+j|t =
d−1X
h=0

π
(j)
h Xt−h,h+1 +

∞X
h=d

π
(j)
h Xt−h = X̂t+j|t +

d−1X
h=1

π
(j)
h t−h,h+1,

where t−h,h+1 = Xt−h,h+1−Xt−h. The general expression for the associated forecast MSE

is given in Busetti (2001).

In the special case of an AR(1) plus noise model with d = 1, the näıve forecast of Xt+j

is

X̃t+j|t = φjXt,1,

and the associated forecast MSE is

MSE(X̃t+j|t) = σ2V

jX
h=1

φ2(h−1) + φ2jσ2.

Notice that the 2-step-ahead näıve forecast X̃t+2|t has smaller MSE than the 1-step-ahead

näıve forecast X̃t+1|t whenever

VarXt =
σ2V
1− φ2

< σ2 = Var ti.

If d = 1, the best forecast is instead

X̃∗
t+j|t = φj [βXt,1 + (1− β)φXt−1],

where β = σ2V /(σ
2
V + σ2), and the associated forecast MSE is

MSE(X̃∗
t+j|t) = σ2V

jX
h=1

φ2(h−1) + βσ2φ2j .
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The best forecast of Xt+j may be written

X̃∗
t+j|t = φj [βXt,1 + (1− β)X̂t|t−1],

where X̂t|t−1 = φXt−1 is the one-step-ahead forecast from an AR(1) model. This expression

suggests two alternative methods for improving upon the näıve forecast in more general

models. The first method consists of modifying the forecast initial conditions. In the

AR(1) plus noise model, this involves replacing the näıve forecast φjXt,1 by φ
jX∗

t , where

X∗
t = βXt,1 + (1− β)X̂t|t−1

is a convex combination of the preliminary estimate Xt,1 and the one-step-ahead forecast

from the model. The second method consists of an intercept correction. In the AR(1) plus

noise model, this involves replacing φjXt,1 by φ
j(Xt,1 + ct), where

ct = X∗
t −Xt,1 = −(1− β)(Xt,1 − X̂t|t−1),

with ct = 0 if Xt,1 = X̂t|t−1.

Both methods are fully optimal for the AR(1) with noise model but need not be so for

more general models.
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