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Abstract

We consider the impact of recruitment and training policies for the incentives of

agents with career concerns. Training can be targeted, that is it has (or is chosen to

have) more of an impact on particular types of agents and recruitment techniques can

focus on �nding superstars or weeding out poor performers.

We highlight that di¤erent ways to improve average ability can have exactly op-

posite implications for career concerns. While teaching to the top (training which is

complementary to skill) or identifying star performers increases agents� reputational

concerns, teaching to the bottom has the opposite e¤ect.
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In the next decade and beyond, the ability to attract, develop, retain and

deploy sta¤ will be the single biggest determinant of a professional service

�rm�s success.

Maister (1997) p.189

I do not approve of anything that tampers with natural ignorance. Ignorance

is like a delicate exotic fruit; touch it and the bloom is gone. The whole theory

of modern education is radically unsound. Fortunately in England, at any rate,

education produces no e¤ect whatsoever.1

Lady Bracknell in Oscar Wilde (1895) The Importance of Being Earnest

1 Introduction

Popular press and academic literature, have come to stress the importance of industries

where human capital plays a critical role. Moreover, many such industries, including

professional services such as the law, audit, consulting and architecture, can not (or do

not) use explicit outcome contingent contracts and career concerns have a signi�cant e¤ect

on incentives, as discussed in Fama (1980), Holmstrom (1982/99). Speci�cally, Holmstrom

argues that when outcomes are observed and when they are in�uenced by both talent and

e¤ort as well as luck, agents exert e¤ort to a¤ect the labour market�s assessment of their

talent.

In human capital intensive industries, it is clear that the quality of employees is of para-

mount importance. This observation, has led numerous authors (Michaels et al. (2001),

Maister (1997), Smart (1999), Hacker (2001) and no doubt many others) to stress the

signi�cance of recruitment and development of sta¤. One contribution of this paper is to

highlight that in addition to a¤ecting the quality of sta¤, training and recruitment poli-

cies also play a role in a¤ecting the behavior of employees through their career concern

incentives. Recruitment and training policies a¤ect beliefs about the employees who have

been trained and hired and beliefs about their worth, and the distribution of these beliefs

in turn in�uence employees�incentives.

In particular, we highlight that while many di¤erent training and recruitment policies

might have the same e¤ect on the average level of talent in the organization, they can

1One of the authors is at pains to point out that much has changed in English education in the last
century.
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have very di¤erent (and indeed exactly opposite) implications for incentives. Speci�cally,

training policies that are targeted towards the top end of the talent distribution (or which

will be more e¤ective in raising the productivity of the most talented) and recruitment

policies that are geared towards �nding the very best will lead to higher incentives for

employees. Conversely other polices which improve average talent by targeting training

policies towards the lower end of the talent distribution or ensure that the least talented are

seldom recruited will reduce employees�incentives. Thus tampering with natural ignorance,

as Lady Bracknell suggests, can indeed have deleterious e¤ects.

In the two period model we present and discuss below, we can separate between two

channels through which training can have an e¤ect. First training the top (or recruiting

more of the very best) increases the dispersion of type so signals about type generated

through work are more informative and secondly, when training the top implies there is a

greater pecuniary payo¤ to revealing yourself to be there.

As with any model of reputation, it is worth noting that beliefs are critical for incentives.

In particular, here driving incentives are the beliefs of the employees concerning the beliefs

of their employer and the outside labour market, which will determine how observable

outcomes will be interpreted and thereby the wages that they might receive in the future.

Most theoretical models, and the one below is no exception in this regard, suppose that

in equilibrium, beliefs will accurately re�ect the underlying state. In practice, however, it

is easy to imagine that it is possible to fool some of the people some of the time,2 and

that �rms may generate greater e¤ort from employees by stressing that their recruitment

policies focus on hiring the very best, whether they do so or not.

While this paper highlights the role of prior beliefs in reputational concerns and factors

that in�uence these prior beliefs (in particular recruitment and training)3, there is a wide

literature which builds on the work of Holmstrom (1982/99) and examines other aspects of

career concern models. Dewatripont, Jewitt and Tirole (1999) for example, provide a thor-

ough analysis characterizing the impact of di¤erent information structures (mappings from

talent and e¤ort into observable outcomes). Others have focused on speci�c applications,

whose primary e¤ect is to alter such information structures, in particular through teamwork

2We need not be as skeptical as Abraham Lincoln who famously asserted:

You can fool all of the people some of the time. You can fool some of the people all of the
time. But you can�t fool all of the people all of the time.

3Though there are of course other factors which might a¤ect such prior beliefs such as task assignments
and technological innovations.
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(Meyer (1994) and Jeon (1996)) and delegation of power (Ortega (2003), Blanes-i-Vidal

(2002)). Though altering the marginal productivity of talent or rescaling the distribution

of talent are theoretically equivalent, thinking about the two ideas separately can be use-

ful in considering applications. Much of the literature, for analytical tractability and in

order to focus on speci�c issues has tended to model talent as normally distributed and

the rewards to talent as linear. Glazer and Segendor¤ (2003) and Harstad (2004) derive

interesting implications for organizational design by considering convex return functions

(and in the latter case by stressing that product market competition may lead to such

convex return functions). Bar-Isaac (2004a) highlights the importance of widely-dispersed

priors and how partnerships and teamwork might foster them.

The relationship between recruitment policies, through its e¤ect on �rm reputation on

individual reputation and behaviour has been discussed to some extent in Tirole (1996)

and Bar-Isaac (2004b).

In the rest of note, we �rst present a two-period model of career concerns with three

types of agents, of which only one is strategic, and derive a simple expression which char-

acterizes equilibrium e¤ort. We then consider comparative statics of e¤ort with respect

to parameters which have natural interpretations of training to the top, or bottom and

searching for superstars or weeding out the poorest performers. We �nd that these dif-

ferent ways for raising average ability can have very di¤erent consequences for incentives

and go on to discuss these results, both with regard to the applications of training and

recruitment policies, and with regard to more methodological concerns.

2 Model

We introduce a two period model with a continuum of types of agents parameterized by

t 2 [0; 1]. Speci�cally in Period 1 a type t agent will have no strategic decision to make
with probability t and in this case will succeed (for example by producing a high quality

product) with probability � and fails with probability 1 � �, otherwise (with probability
1� t) the agent must make an e¤ort decision. In this latter case, when she chooses e¤ort
e, she succeeds with probability � + e. Thus overall a t-type agent exerting e¤ort t when

given the opportunity to exert e¤ort would succeed with probability t�+(1� t)(�+e) and
fail otherwise. E¤ort is costly and speci�cally exerting e¤ort e costs the agent e2

2 , where

 < 1� �.
The model is intended to re�ect that agents might be confronted with a variety of
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di¤erent tasks, whose nature is unobserved by customers. For example, customers hiring

consulting �rms �nd it di¢ cult to determine the extent to which the project that they are

assigning is a complex one or a simple one. Similarly, the di¢ culty of the project depends

on the consultant�s ability and experience. Depending on the value of �, the model allows

for somewhat di¤erent interpretations. Speci�cally, when � = 1 one could think of the

agent�s type re�ecting her talent and an agent with a high value of t �nds it costless to

succeed in a wide range of tasks, in this case ability and e¤ort are substitutes and an agent

would like customers to believe that she has a high value of t. In contrast, when � = 0

then one can think of skill and e¤ort as complements� in this case even if the agent has

some understanding of the task, exerting e¤ort will still improve the outcome, however if

she has no understanding of the task then she will surely fail. Notice, that in the case that

� = 0, the agent would prefer customers to believe that she is a type with a low value of

t and so when � = 0, one should think of agents with low values of t as more talented.

In both these cases we can think of more able agents as having facility in some tasks but

not in others. The di¤erence in productivity for a task in which one has facility and in

which one does not when exerting no e¤ort (which is the case in period 2) is simply given

by j�� �j.
Let g(t) denote the distribution function for the types of agent and let T denote the

average type (according to the ex-ante beliefs) T =
R 1
0 tg(t)dt and let V denote the variance

of this prior distribution V =
R 1
0 (t�T )

2g(t)dt so
R 1
0 t

2g(t)dt = V +T 2. It will be useful to

note that since 0 < t2 < t < 1 in the range [0; 1] it follows that 0 < V + T 2 < T < 1 and

that V < 1
4 . This distribution function of types is common knowledge among the agent

and customers.

Customers are risk neutral, value a success at 1 and a failure at 0 and they Bertrand

compete for the agent�s service in each period.4 Moreover, outcomes are observable but

e¤ort is not observable and contracts are incomplete, so that in e¤ect an agent is paid

in advance at a price which is simply the customers�common belief that the agent will

produce a success.

There are two periods of trade, and outcomes are observed (and beliefs revised) in

between the two periods.5 Speci�cally timing is as follows:

4The assumption that customers Bertrand compete for the product is not crucial, similar results would
hold so long as the price paid was increasing in the customers�expected likelihood that the agent will be
successful.

5One need not take the two periods of the model literally, rather the second period can be thought of
as a reduced form payo¤ for a given reputation level.
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1. Period 1

(a) customers Bertrand compete for the agent�s service

(b) the agent decides the level of e¤ort if appropriate (that is if it is a task where

e¤ort will make a di¤erence)

(c) success/failure commonly observed

(d) customers update beliefs according to Bayes rule

2. Period 2

(a) customers Bertrand compete

(b) success/failure observed

Notice that in period 2, we could allow the agents the opportunity to exert e¤ort but

no agent would do so. Note that whether the agent knows her type or not would have

no e¤ect on this model since she has no ability to signal her type (we rule out long-term

and outcome contingent contracts) and at the point where an agent has to make an e¤ort

decision then the problem is identical for all types. If agents had to make an e¤ort decision

before she knew what kind of task she faced then we would obtain qualitatively similar

results if the agent did not know her type, though the analysis of this problem when the

agent did know her own type would be more complex.

We suppose that agents weigh the two periods equally and that agents maximize the

sum of pro�ts for the two periods and we solve for the e¤ort exerted in the Perfect Bayesian

equilibrium.6

3 Equilibrium analysis

Trivially, when faced with an e¤ort decision, all agents will make the same choice of e¤ort

(the bene�ts are identical for all agents and determined by equilibrium beliefs and the costs

are identical for all agents, even though the frequency with which they have to make such

decisions alters). Suppose that the equilibrium e¤ort level is given by x.

6Allowing for discounting between periods or indeed allowing pro�ts in the second period to be more
valuable than in the �rst (consistent with an interpretation of the second period as a reduced form for the
future) does not a¤ect the qualitative results.
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Then a type t agent generates success in the �rst period with probability

�t+ (1� t)(�+ x) = (�� �� x)t+ (�+ x), (1)

and generates a failure with probability

1� �t� (1� t)(�+ x) = 1� �� x� t(�� �� x). (2)

By Bayes rule, the probability density function given a success and given the belief that

agents exert e¤ort x in the �rst period can be written down as:

s(t; x) =
(�� �� x)t+ �+ xR 1

0 [(�� �� x)t+ �+ x] g(t)dt
g(t) =

(�� �� x)t+ �+ x
(�� �� x)T + (�+ x)g(t), (3)

and the probability density function given a failure in the �rst period is

f(t; x) =
1� (�� �� x)t� (�+ x)R 1
0 [(�� �� x)t+ �+ x] g(t)dt

g(t) =
1� (�� �� x)t� (�+ x)
1� (�� �� x)T � (�+ x)g(t). (4)

In the second period, an agent of type t will exert no e¤ort and so succeed with proba-

bility �t+ (1� t)� = t(���) +�. In particular it follows, that if customers believed that
the types were distributed according to g(:) going into period 2 then they would be willing

to pay the agent
R 1
0 (t(�� �) + �)g(t)dt.

It follows that the price that customers would pay following success and failure respec-

tively are given by:

S(x) =

Z 1

0
(t(�� �) + �)s(t; x)dt = (�� �)E [tjS; x] + �, (5)

and

F (x) =

Z 1

0
(t(�� �) + �)f(t; x)dt = (�� �)E [tjF; x] + �, (6)

where

E [tjS; x] =
Z 1

0
ts(t; x)dt = T +

(�� �� x)V
(�� �� x)T + (�+ x) (7)
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and

E [tjF; x] =
Z 1

0
tf(t; x)dt = T � (�� �� x)V

(1� �� x)� (�� �� x)T (8)

Finally notice that an agent�s problem is to choose e to maximize

(�+ e)S + (1� �� e)F � e
2


(9)

so the �rst order condition suggests that e
 = S(e)� F (e) and a rational expectations

equilibrium is de�ned by the e¤ort level x that satis�es:

x


= S(x)� F (x). (10)

Lemma 1 (i) The equilibrium e¤ort e� is lower than the e¢ cient solution efb = . (ii)

1 � S(e)� F (e) � 0 for all e, as long as � < � or � > � + :

Proof. (i) Notice that S(x) < 1 for all x and F (x) > 0 for all x; so in particular S() �
F () < 1, then the equilibrium e¤ort level

e�


= S(e�)� F (e�) < 1 =) e� <  (11)

(ii)

S � F = (�� �)
�

(�� �� x)V
(�� �� x)T + �+ x +

(�� �� x)V
1� �� x� (�� �� x)T

�
(12)

Rearranging terms, we obtain

S � F = (�� �� x)(�� �)V
[(�� �� x)T + �+ x] [1� �� x� (�� �� x)T ] (13)

The denominator is always positive, since (����x)T +�+x = �T +(�+x)(1�T ) > 0;
and (1� �� x) > (�� �� x)T .

Next, if � < �, then S � F > 0 since �� � < 0 and �� �� x < 0; and if � > � + ,
then S � F > 0 because �� � > 0 and �� �� x > 0.

Proposition 2 There exists a unique solution for the equation (10) in the range (0; ),
when � > �+  or when � < �.
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Proof. Let h(x) = �x
 +S(x)�F (x). The equilibrium e¤ort is then given by the solution

of h(e�) = 0 for e� 2 (0; ): Notice, that given Lemma 1, h(0) > 0 and h() < 0: Moreover,
h(x) is continuous, and thus there exists at least one solution in the range (0; ).

In order to demonstrate uniqueness, �rst take the derivative of (S � F ):

d(S � F )
dx

= �(�� �)V [ �

[(�� �� x)T + (�+ x)]2
+

(1� �)
[(1� �� x)� (�� �� x)T ]2

] < 0

(14)

Since T � 1, then if � > �+ , d(S�F )dx < 0 and so h(x) is monotonically decreasing in

the range (0; ) and so the solution must be unique.

If � < � then d(S�F )
dx > 0 and so potentially, h(x) could be increasing in some subset of

(0; ) (note that since h(0) > 0 and h() < 0 at must be decreasing in some of the range).

However, we know that d
3h(x)
dx3

> 0 since

d3h(x)

d3x
= (�� �)V [ �6(1� T )2

[(�� �� x)T + �+ x]4
+

(1� �)6(1� T )2

[1� �� x� (�� �� x)T ]2
] > 0 (15)

Suppose for a contradiction that h(e�) = 0 has a number of solutions 0 < e1 < :

: : < eN < . Then �rst note that since h(0) > 0 and h() < 0 then N must be

an odd number. In particular therefore if there are multiple solutions to h(e�) in the

range then there must be at least three. However h(0) > 0 and 0 < e1 < e2 < e3 with

h(e1) = h(e2) = h(e3) = 0 requires
dh(e1)
dx < 0, dh(e2)dx > 0 and dh(e3)

dx < 0 which contradicts
d3h(x)
d3x

> 0.

Note in particular that in the special cases when � = 1 and � = 0 then there is a unique

solution and so in these two cases (and where � > � +  and � < �) comparative statics

exercises are well de�ned and can be explored.

4 Comparative Static Results

The �rst result is a very intuitive one, if e¤ort is less costly then the agent will exert more

e¤ort (when relevant) in equilibrium.

Proposition 3 The equilibrium e¤ort e� is increasing in 

Proof. Note that for the arguments of the proof of proposition, h(x) is decreasing in the
equilibrium e¤ort, h0(e�) < 0:
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Using the implicit function theorem de�

da = �
@h(a)
@a

@h(e)
@e

and since @h(e)
@e < 0, the sign of

de�

da is simply the sign of @h(x;a)
@a and so it is su¢ cient to consider that expression for

a 2 f; V; �; �g; Recall
h(x) = �x


+ S(x)� F (x). (16)

and so taking the derivative with respect to , we obtain

@h(x; )

@
=
x

2
> 0 (17)

Therefore, we conclude that the optimal e¤ort e� is increasing in :

Next we turn to comparative statics with respect to V , the intuition here is clear, the

greater the variance in the distribution of types, the more scope that the observation of

a success or failure has to shift beliefs and associated reward. This is a familiar intuition

(from Holmstrom (1999) for example).

Proposition 4 The optimal e¤ort e� is increasing in V .

Proof. As in the proof of Proposition 3, the sign of de
�

dV is simply the sign of @h(x;V )@V . So

taking the derivative with respect to V :

@h

@V
=
@(S � F )
@V

=
(�� �)(�� �� x)

[(�� �� x)T + (�+ x)] [(1� �� x)� (�� �� x)T ] > 0. (18)

Notice that while increasing V or  has a clear monotonic e¤ect on e¤ort, it is reasonable

to suppose that comparative statics with respect to other parameters might depend on

which of the two interpretations alluded to in the description of the model in Section 2 and

whether an agent�s reputational concern is to try to convince customers that she is a �high

t�type or a �low t�type. In the following discussions, therefore we separate between two

cases, where these concerns are clear and work in opposite directions and which simplify

notation. Speci�cally, we consider the cases where � = 0 (and the concern is to show

oneself to be a �high t�type) and the case where � = 1 (and the concern is to show oneself

to be a �low t�type).

We consider comparative statics with respect to �. Underlying the following result are

two e¤ects, �rst that it is more important to show oneself to be at the top of the ability of

distribution or having facility in a greater range of tasks (high t in the case when � = 1,
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low t in the case when � = 0) the greater the di¤erence in the productivity of an agent in

a task in which she has facility to her productivity in one which she does not regardless

of her level of e¤ort (that is the greater is j�� �� xj for all e¤ort levels x). Secondly as
j�� �� xj increases then an observation of success or failure becomes more informative.
We distinguish explicitly between these two e¤ects in the discussion below In particular

therefore when � is high enough, one would expect that an increase in � should reduce

e¤ort, but when � is low, it would increase equilibrium e¤ort. Note however that in all

cases, increasing � raises the average productivity of agents in period 1. The Proposition

below demonstrates that these intuitions are borne out.

Proposition 5 Equilibrium e¤ort is increasing in � but decreasing in � when � < � but

decreasing in � and increasing in � when � > �+ .

Proof. As in the proof of Proposition 3, it is su¢ cient to consider @h@� , and
@h
@� .

@h(x;�)
@� = @(S�F )

@� =
h

(����x)V
(����x)T+�+x +

(����x)V
1���x�(����x)T

i
+(�� �)

h
(�+x)V

((����x)T+�+x)2 +
(1���x)V

(1���x�(����x)T )2
i (19)

Notice that given that the denominators are always positive, if � > � + x, (which is true

when � > � +  by Proposition 2) then @(S�F )
@� > 0 since (� � � � x) and (� � �) are

positive, similarly if � < �, then @(S�F )
@� < 0.

Similarly

@h(x;�)
@� = @(S�F )

@� = �
h

(����x)V
(����x)T+�+x +

(����x)V
1���x�(����x)T

i
+(�� �)

h
�V T

((����x)T+�+x)2 +
�V (1��)

(1���x�(����x)T )2
i (20)

Again the denominators are always positive and if � > � + , then @(S�F )
@� < 0 since

(�� �� x) and (�� �) are positive, similarly if � < �, then @(S�F )
@� > 0.

5 Discussion

In this section we highlight a number of aspects arising from the model and results presented

above. First we return to the discussion in the introduction and illustrate how the model

demonstrates that if training can be targeted towards having more of an e¤ect on some

types than others, then training that is complementary with talent would generate more
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e¤ort. Next we turn to recruitment policies and highlight that among policies with the

same e¤ect on average ability then those which are more concerned with identifying the

very best will lead to more e¤ort from those hired than policies more concerned about

ruling out the very worst. We then turn to a couple of more methodological issues. First

adapting the model slightly in order to highlight that improving the ability of agents

(through changing � or �) a¤ects reputational concerns and the equilibrium, through two

di¤erent channels, a �value e¤ect�and an �information e¤ect�. We conclude the section

by illustrating two special cases of the model and through them relating this work to the

literature on reputation and in particular the distinction between a reputational concern

for excellence and ineptitude.

5.1 Targeted training and teaching to the top

Increasing � and increasing � can both increase the ability of agents, and can readily be

interpreted as the result of training directed towards di¤erent types of agents. However, as

demonstrated in Proposition 5, these two means of increasing average ability have exactly

opposite e¤ects for equilibrium e¤ort. In particular for low values of � when an agent

would like customers to believe that she is a �low t�type then raising the ability of a �low

t�type relatively more than raising the ability of a �high t�type (either by decreasing �

or by increasing �), heightens this reputational concern. As discussed below, it does so

through two channels, by raising the pecuniary value of showing oneself to be a higher type

and by making the outcome more informative about the agent�s type.

Similarly in the case where � is high, then agents with high t are the most productive

and in order to heighten the reputational concern for agents seeking to convince consumers

that they are the most able, then a greater distinction between the most able and the least

able (here by increasing � or decreasing �).

Thus in all cases raising the productivity of the most productive agents increases the

equilibrium e¤ort.

5.2 Recruitment policies and searching for superstars

While, training as described above a¤ects the productivity of a given type and thereby

a¤ects the prior beliefs about an agent�s productivity, interviewing and recruitment policies

directly a¤ect the initial belief about the distribution of types g(t). When employers seek

recruitment policies which select better quality agents, there are various ways in which this
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can be achieved. Consider the case when � is high, so that types with high values of t are

the better agents), a recruitment policy that selects better agents will lead to a shift in the

prior distribution from g(t) with associated T and V , to a di¤erent prior distribution g0(t)

with associated T 0 > T and V 0. Following Proposition 3, among all policies with the same

e¤ect on average ability (that generate the same T 0), an employer would prefer to choose

a policy that raised rather reduced the variance of the distribution. When superstars

and disastrous potential recruits are rare, then it follows that employers concerned with

employees�e¤orts would be better using recruitment policies that concentrated more on

ensuring that any potential superstars were recruited than ruling out the worst of the

applicants.

For example, suppose that with no recruitment policy, types are distributed according

to the degenerate distribution g(0) = 1
10 ; g(

1
2) =

4
5 and g(1) =

1
10 so that T = 1

2 and

V = 1
20 . Now consider, two recruitment policies which raise the average ability, one

does so by reducing the probability of recruiting disasters. Speci�cally Policy A leads

to the distribution gA(0) = 1
20 , gA(

1
2) =

17
20 , and gA(1) =

1
10 so that TA =

21
40 and VA =

1
20(

21
40)

2+17
20(

1
40)

2+ 1
10(

19
40)

2 = 59
1600 . Policy B leads to the distribution gB(0) =

1
10 , gB(

1
2) =

3
4 ,

and gB(1) = 3
20 , then TB =

21
40 and VB =

1
10(

21
40)

2 + 3
4(

1
40)

2 + 3
20(

19
40)

2 = 99
1600 .Since VB > VA

it follows by Proposition 3 that, while both policies raise average ability equally, the latter

policy would lead to greater equilibrium e¤ort compared to the �rst and so would be

preferred.

5.3 The information and value e¤ects

By adapting the model slightly to suppose that in period 1, a type t agent then succeeds

with probability t�0 + (1 � t)�0 then we can distinguish between two channels through
which changes in ability as discussed in Proposition 5 and Section 5.1 a¤ect incentives.

Speci�cally, in this modi�ed model S � F = (�0 � �0)
h

(����x)V
(����x)T+�+x +

(����x)V
1���x�(����x)T

i
and similar qualitative results obtain the following result.

Proposition 6 Equilibrium e¤ort is increasing in � and �0 but decreasing in � and �0

when �; �0 < � but decreasing in � and �0 and increasing in � and �0 when �; �0 > �+ .

Proof. Similar to the proof of Proposition 5, it is su¢ cient to consider @(S�F )
@� , @(S�F )@�0 ,

@(S�F )
@� ,and @(S�F )

@�0 .
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First
@(S � F )
@�0

=
(�� �� x)V

(�� �� x)T + �+ x +
(�� �� x)V

1� �� x� (�� �� x)T (21)

which is negative when � < � but positive when � > �+ . Similarly,

@(S � F )
@�0

= � (�� �� x)V
(�� �� x)T + �+ x �

(�� �� x)V
1� �� x� (�� �� x)T (22)

which is positive when � < � but negative when � > �+ .

Next

@(S � F )
@�

= (�0 � �0)
�

(�+ x)V

((�� �� x)T + �+ x)2
+

(1� �� x)V
(1� �� x� (�� �� x)T )2

�
, and

(23)
@(S � F )
@�

= (�0 � �0)
�

�V T
((�� �� x)T + �+ x)2

+
�V (1� �)

(1� �� x� (�� �� x)T )2

�
. (24)

Similarly to the proof of Proposition 5, the derivatives have the signs claimed in the

relevant parameter ranges.

Thus Proposition 6 demonstrates that the overall e¤ect of changing the abilities of

types through changes to � and � described in Proposition 5 can be decomposed into two

distinct mechanisms.

First consider the comparative statics with respect to the second period productivities

�0, and �0. Fixing some e¤ort level, then the beliefs about the type of an agent following

either a success or a failure do not change as �0 or �0 changes. However, since the belief

that the agent is excellent following a success is higher than it is following a failure, raising

(lowering) �0 in the case where �0 > � +  (where �0 < �) increases S� the agent�s wage

following a success� by more than it increases F , the wage following failure. Since incen-

tives are stronger the greater the di¤erence between S and F , an increase in �0 therefore

raises incentives. A similar argument applies for �0. Notice that changing �0, and �0 does

not a¤ect the inferences that customers draw from the outcomes (in equilibrium when they

correctly anticipate x) but they a¤ect the value to the agent of being thought of as a par-

ticular type. We therefore term this channel for in�uencing an agent�s incentives a �value

e¤ect�.

Turning now to the comparative statics with respect to the �rst period productivities

through �, and �. If the beliefs about the type of the agent are �xed, then increasing �, and

� has no e¤ect whatsoever on the value of the agent in Period 1. Changing � and � however

14



can a¤ect the inferences that customers draw from an observation of success of failure, we

therefore term such changes as having an �information e¤ect�. In particular, intuition can

be drawn from the observation that for a �xed level of e¤ort, increasing (reducing) �0 in

the case where �0 > � +  (where �0 < �) increases increases the probability that �better

types�generate success and decreases the probability that they generate failure. Therefore,

conditional on observing on a success, customers believe that the agent is more likely to

be at the top of the ability distribution and so S is higher, while conditional on observing

a failure, customers believe that the agent is less likely to be at the top of the distribution

and so F is lower. In particular, therefore, (S � F ) increases. Similar arguments apply
with regard to changes in �.

5.4 Reputation for excellence or ineptitude

This note relates to a wider literature on reputation. Much of the economic literature

on reputation has focused on a reputation for excellence (trying to show that you are a

type who always does well, or where reputation is about �who you�d like to be�).7 In

these models, the �most talented� are non strategic and implicitly, they are assumed to

be somewhat unusual or scarce, so for example one might expect training to have little

e¤ect on them. More recent literature (Mailath and Samuelson (2001), Tadelis (2002),

Bar-Isaac (2004a)) and common intuition suggests that often, reputational concerns might

also relate to avoiding a reputation for ineptitude (trying to show that you are not a type

who always does badly or where reputation is about �who you�re not�) where the top of

the distribution is the strategic type, and the bottom of the distribution is an inept types

whom one might expect to be little a¤ected by training. This distinction between these

two approaches to reputation has been forcibly made recently by Mailath and Samuelson

(1998) who highlight, in particular, that the latter view of reputation leads to increasing

certainty about the agent�s type over time and so reputational incentives disappear over

7Following Kreps and Wilson (1982) and Milgrom and Roberts (1982) and later Fudenberg and Levine
(1989), the formal economic literature on reputation has been used primarily to discuss beliefs about the
type of the agent. Previous literature (Klein and Le er (1981) for example) and a great deal of intuition
has also used the term in a somewhat looser fashion to consider sustaining certain actions in in�nitely
repeated games. As highlighted in Fudenberg and Levine (1989) this corresponds closely to the notion of
reputation where reputation is a concern to show that you�re a �Stackelberg� type� that is a type whose
behavior a strategic agent would like to promise to commit to� similar to what we term later in this note
a reputation for excellence.
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time unless type uncertainty is continually introduced.8

In practice, it is far from obvious whether it is more appropriate to think of agents as

particularly concerned that others should think them to be excellent or that they should

not think them to be inept. However as we illustrate, modelling reputational concerns in

these two ways can lead to opposite conclusions.

This note highlights an important distinction between the two approaches in a simple

two-period model. Speci�cally, following the intuition of the paragraphs above, making

the strategic agent more e¢ cient diminishes reputational concerns (reducing e¤ort) when

reputation is about excellence but increases reputational concerns when reputation is about

ineptitude, as discussed in Section 5.4.

To see this more clearly consider setting � = 1 and the degenerate distribution g(0) =

1�p and g(1) = p. This corresponds to a fairly typical model where type t = 0 corresponds
to the strategic type whose reputational concern is to try to convince customers that she

is the �excellent�or Stackelberg type. Following Proposition 3 in this case improving the

strategic agent by raising � would reduce e¤ort.

In contrast suppose that a strategic agent�s reputational concern is to avoid a reputation

for ineptitude. This corresponds to the model where � = 0 with g(0) = 1� p and g(1) = p
and in this case improving the strategic agent by raising � would increase equilibrium

e¤ort.

It is worth noting that in those papers that have considered something akin to the

inept type we consider in this note (in particular Diamond (1989), Mailath and Samuelson

(1998), Tadelis (2002) and Bar-Isaac (2004a), there are no reputational incentives from

trying to avoid a reputation for ineptitude or gain a reputation for competence per se.

Essentially this is because in the notation of this paper they have taken � = 0. Thus the

literature to date, which has focused largely on long-run reputation e¤ects, has been ill-

equipped to consider and has passed over the simple observations we make in this note. It is

worth noting, in addition, that perpetual replenishment of type uncertainty in some sense

8Further in Mailath and Samuelson (1998), the model is constructed in such a way that there is unrav-
elling so that if there are no reputational incentives at some point, there are no such incentives throughout.
The more general point on reputational incentives disappearing over time without some kind of replen-

ishment of type uncertainty applies more widely. Indeed, Cripps, Mailath and Samuelson (2004) show this
to be the case unless actions are perfectly observable, even in the case when reputation is about excellence
and a competent agent can perfectly mimic an excellent agent (though incentives may disappear only in
the very long run).
Bar-Isaac (2004a) suggests an endogenous mechanism to maintain type uncertainty by allowing agents

to choose to work in teams.
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might also be thought of as ensuring that all reputational concerns are short-term (though

in addition the analysis in Mailath and Samuelson (1998), Tadelis (2002) and Bar-Isaac

(2004a) show that constant replenishment of type uncertainty can lead to reputational

incentives that would not arise in a �nite horizon model) and so our short-term analysis

might have some bite even in the long-run where there is continuous introduction of type

uncertainty, for example through name-trading, overlapping-generations of juniors and

seniors, obsolescence of skills or other exogenous and endogenous mechanisms.

6 Summary

At heart this note highlights the simple observation that the distribution of prior beliefs

is a crucial determinant of reputational incentives and there are many policies that �rms

undertake (in particular, training and recruitment policies) which a¤ect the shape of the

distribution of these priors. Di¤erent policies which a¤ect the mean talent in the same way

can have exactly opposite implications for reputational concerns.
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