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Abstract. Bank liquidity constraints affect investment only if bank credit cannot easily be 
substituted for other sources of finance. This paper provides evidence that banks are 
constrained and hold private information about borrowers that hinders substitution of 
financing sources. I test for liquidity constraints by showing that the amount of bank 
lending is sensitive to an exogenous change in the financial position of banks caused by a 
credit market intervention by the Argentine government. I estimate that lending increases 
by $0.7 for each dollar of additional liquidity. Furthermore, this expansion appears to be 
profitable: the additional loans are not more likely to default than other loans. Using loan 
level data from a public credit bureau, I track the effects of the liquidity shock on the 
composition and default risk of loans across borrowers for which the bank has an 
information advantage relative to other lenders. I find that when banks hold an 
information advantage they rely less on collateral to ration credit and are able to screen 
out high risk borrowers. Conversely, when banks are relatively uninformed they are 
reluctant to extend credit and attract high risk borrowers. The results suggest that adverse 
selection prevents full arbitrage by competing lenders and thus liquidity constraints 
propagate to bank-dependent borrowers. (JEL: D82, G21, G32, E52, O16) 
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1. Introduction 
The question of how bank liquidity constraints affect lending, economic activity and business 

cycles has long been of concern to the academic literature on financial institutions. Financially 

constrained banks are the proposed culprit behind recent accounts of the Great Depression 

(Bernanke 1983) and capital crunch based explanations of the US recession of the early 90’s 

(Sharpe 1995). They are also key for the existence of a lending channel of transmission of 

monetary policy (Bernanke and Blinder 1988; Holmstrom and Tirole 1997; Stein 1998). Given 

the major role financial intermediaries play in the allocation of capital, frictions that affect the 

ability of intermediaries to lend can have a large effect on the overall efficiency of investment. 

However, constraints faced by individual banks will matter for financial intermediation only if 

other providers of finance (bank or non-bank) cannot cover the excess credit demand. The 

question of whether banks are financially constrained is therefore relevant to the extent that 

lender substitution is not frictionless. 

This paper provides evidence that banks are liquidity constrained and hold private 

information about borrowers that hinders firms from freely substituting across financing 

sources. It does so by using loan level data to follow the effect of an exogenous liquidity shock 

on the amount, composition, and default risk of bank lending. As a source of exogenous 

variation in banks’ financial position, I exploit a government program that made limited 

amounts of financing available to banks in Argentina. This setting disentangles changes in 

bank liquidity from variations in investment opportunities –i.e. the opportunity to make 

profitable loans– and thereby allows a clean test of liquidity constraints. Also, novel data from 

a Public Credit Registry allows constructing the individual credit histories of all the borrowers 

in the financial system at the time of the government program. I classify loan recipients by 

their credit history and argue that banks have an information advantage on lending to 

borrowers for whom they have an established a relationship, and a disadvantage if they have 

no pre-existing relationship but other banks do. Comparing credit allocation rules and 

repayment performance across types of loan recipients shows that private information is likely 

to affect the ability of borrowers to switch lenders. 
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I test for liquidity constraints using information from monthly bank balance sheets 

between 1998 and 2000 to show that lending reacts to changes in the financial position of the 

bank induced by the program. The magnitude of the response is substantial, on the order of 

$0.7 per dollar of liquidity expansion. The program financing considered in this study is not 

large enough to affect the bank’s marginal cost of capital, and is also uncorrelated with 

investment opportunities of the bank. Therefore, the sensitivity of lending to exogenous 

changes in liquidity provides evidence that banks face binding liquidity constraints.1  

In the past, testing empirically for the existence of bank liquidity constraints has proved a 

difficult task. A broad literature on the lending channel highlights the time series correlation 

between the financial position of banks and loan growth (Bernanke and Gertler 1995; 

Hubbard 1995; Peek and Rosengren 1997; Ostergaard 2001), and the observation that this 

correlation is stronger for smaller, less capitalized banks, which are more likely to be 

constrained (Jayaratne and Morgan 2000; Kashyap and Stein 2000; Kishan and Opiela 2000; 

Ashcraft 2003). The interpretation of the findings as evidence of liquidity constraints has been 

questioned on the grounds of reverse causality and omitted variables. The observed patterns 

could arise in the absence of liquidity constraints when the shocks to bank liquidity are 

associated to changes in bank investment opportunities.2 Using the expansion in available 

finance provided by the government program as a source of variation in bank liquidity avoids 

this problem. Furthermore, the program rules induced non-linearities in participation that 

allow dealing with the potential endogeneity of program resource allocation.3 The exogenous 

shock to bank liquidity provides a test of the validity of the past work based on the 

comparison across banks sorted according to a proxy for liquidity constraints. I find that the 
                                                 

1 The test for existence of liquidity constraints is based on rejecting the predictions of the Modigliani-Miller 
(MM) proposition for banks. The optimal response of an unconstrained bank to a cash windfall that doesn’t 
affect the marginal cost of capital is to reduce market priced liabilities or to distribute it among investors as 
dividends. Expanding lending would yield a return below the opportunity cost of capital. The same underlying 
logic is behind the investment-cash flow literature in corporate finance and the empirical work on the lending 
channel. See Stein (2003) for a recent survey on both.  

2 See Kashyap and Stein (2000) for the critiques on the time series correlation and Kaplan and Zingales (1997; 
2000) for the concerns with interpreting the cross sectional patterns of investment sensitivity to liquidity as 
evidence of financial constraints in the context of non-financial firms.  

3 The program was implemented in several waves of exogenously determined timing and size. Also, the 
allocation of program resources across banks was given by a strict administrative rule. Using the interaction of 
the amount and timing of the waves and the administrative formula I simulate available financing from the 
program using only exogenous sources of variation. Simulated financing is then used to instrument for bank 
liquidity. 
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cross sectional variation in the sensitivity of lending to liquidity is small relative to its absolute 

size, which suggests that cross sectional comparisons tend to underestimate the magnitude of 

this elasticity.  

A positive sensitivity of lending to liquidity is, however, also consistent with free cash flows 

theories of investment (Jensen 1986). The free cash flow and the liquidity constraints 

interpretations of the observed sensitivity of lending to liquidity have contrasting predictions 

on the profitability of the marginal loan. Under the free cash flow view, an exogenous 

expansion in available financing leads to a deterioration of the quality of bank investment. The 

loan level data used in this paper allows testing this implication by looking at the performance 

of loans issued during liquidity expansions. The results indicate that loans financed during 

liquidity expansions are not more likely to default than loans issued in other periods. This 

finding is consistent with the liquidity constraints interpretation and, under plausible 

assumptions, suggests constraints prevent banks from undertaking profitable lending 

opportunities.  

Having found banks are constrained, the rest of the paper is devoted to test whether 

borrowers can easily substitute bank credit for other sources of finance. The paper documents 

how lending behavior is consistent the predictions of well known models of private 

information in lending relationships (Sharpe 1990; Rajan 1992; Petersen and Rajan 1995; Von 

Thadden 2001). The common assumption in this literature is that banks elicit private 

information about borrower creditworthiness through the relationship. As a result, competing 

uniformed lenders face adverse selection and a potential winner’s curse when attempting to 

bid a borrower away from an informed bank. Uninformed lenders are reluctant to extend 

credit to borrowers that are switching from informed sources of finance, and attract 

borrowers of a low average quality when they do so. 4 

The paper proceeds by distinguishing borrowers for which a bank has an information 

advantage relative to other lenders. I make a distinction between loan recipients that had a 

previous relationship with the bank (‘existing’ borrowers) and those that did not (‘new’ 
                                                 

4 The winner’s curse term is borrowed form the theory of competitive bidding under asymmetric information 
and common values. Broeker (1990), Rajan (1992), and Von Thadden (2001) all model lender competition for 
corporate borrowers as a bidding game with common values. The mixed strategy equilibria of these models 
predict that informed lenders capture informational rents, interest rates are above the market rate, some 
borrowers switch lenders and uninformed lenders make zero profits in expectation. 
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borrowers). Within the category of new borrowers, those with a pre-existing relationship with 

other banks are considered as ‘switching’ borrowers. Banks presumably have an informational 

advantage over other lenders when issuing credit to existing borrowers, and a disadvantage 

when lending to switching ones. The exogenous change in loan supply induced by the 

program is then used to estimate how the average characteristics of borrowers and the 

probability of default change across these three types of borrowers during lending expansions. 

Changes in average observable borrower characteristics provide information about the margin 

along which banks ration credit. And variations in the average rate of default reflect the 

default risk of the marginal loan of the bank relative to the infra-marginal one.5 

The results indicate, first, that when banks hold an informational advantage they rely less 

on collateral requirements to ration credit. Banks extend additional credit to existing 

borrowers during liquidity expansions with no decrease in the collateral to loan ratio. Since 

existing borrowers can increase the amount of collateral pledged in response to the lending 

expansion, this result implies that the access to credit of existing borrowers is not constrained 

by collateral. Instead, existing borrowers appear to be rationed using past performance: the 

proportion of existing borrowers that hold non-performing debt with the issuing bank 

increases during lending expansions. On the other hand, the evidence indicates new borrowers 

and switching borrowers are rationed using collateral, even though information on switching 

borrowers’ past performance is publicly available through the Public Credit Registry. This 

suggests banks hold relationship-specific information about credit quality of existing 

borrowers and allocate credit accordingly.  

Second, the findings suggest that banks can select low credit risk loan recipients among 

observationally equivalent existing borrowers. During credit expansions banks expand lending 

to borrowers with a worse past repayment performance. Even though past performance is a 

good predictor of future loan performance on average, I find that loans issued to existing 

borrowers during credit expansions are not more likely to default.  

                                                 
5 If banks use some observable borrower characteristic to ration credit, e.g. collateral, then collateral 

requirements must drop when loan supply expands exogenously. Similarly, if the average probability of default 
increases during en exogenous loan expansion, then the marginal borrower of the bank must have a higher 
probability of default than the infra-marginal one.   
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Third, the evidence is consistent with the adverse selection prediction. During lending 

expansions, the default rate on loans to switching borrowers increases four times as much as 

for new borrowers with no credit history at all. Banks are also reluctant to issue loans when 

relatively uninformed. Banks allocate 0.5% of the flow of lending to switching borrowers, 

compared to 12.5% to new ones with no credit history, and 87% to existing borrowers. 

Overall, my results suggest that liquidity constrained banks have important implications for 

the aggregate availability of credit to firms that are dependent on bank finance. The effects of 

monetary policy or aggregate shocks on output and investment are amplified when the ability 

of financial institutions to raise finance is constrained.6  The capacity of banks to produce 

private information on borrower quality plays an important role in this transmission 

mechanism. The findings suggest that bank lending is special and that “financial institutions 

do matter” (Allen 2001).  

The paper proceeds as follows. Section 2 provides the institutional and analytical 

framework for the empirical analysis. Section 3 describes the data. Section 4 is devoted to the 

estimation of the lending sensitivity to liquidity. It discusses previous literature, presents the 

empirical specification and the identification strategy, and comments the results. Section 5 

focuses on the relationship between bank liquidity, loan recipient characteristics and default 

risk. Section 6 concludes. 

2. Setting and Conceptual Background 

2.1. The Argentine Banking System in the 90s 

The Argentine banking sector and regulatory system were thoroughly overhauled twice during 

the 1990s. The period following the hyperinflation period that ended in 1990 was marked by 

the creation of an independent regulatory agency within the Central Bank, the abolition of 

deposit insurance, and an increase of capital requirements above Basel standards. The 1992-

                                                 
6 A growing empirical literature that links bank liquidity to aggregate investment and output in the US often 

finds contradictory results. For example, Ashcraft (2003) finds that state output is not significantly affected by 
changes in loan supply, while Peek and Rosengren (2000) find there is a significant effect on state level real estate 
activity. The inconsistency in the evidence has often been attributed to a potentially high elasticity of substitution 
between bank and non-bank sources of financing. However, this evidence is based on cross sectional 
comparisons of banks, which I found tends to underestimate the effects of changes in bank liquidity. 
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1994 period was characterized by fast economic growth, sharp rises in assets prices and fast 

development of the financial system.  

The Tequila crisis in 1995 provoked widespread bank panics that put in evidence the 

weaknesses of the regulation. The regulatory system was amended again to introduce a 

combination of market discipline and supervision. Amendments included, among other 

things, the creation of a Public Credit Registry to ease the monitoring and disclosure of the 

risk composition of bank assets.7 All the empirical results of this paper are estimated 

restricting the sample to the period that follows this second regulatory reform.  

The banking system in this period is characterized by rapid deposit growth (Figure 1) and a 

large inflow of foreign capital.8 Another feature of the post reform banking sector was its 

imperviousness to large emerging market shocks (1997 Asian crisis, 1998 Russian moratorium 

and 1999 Brazil devaluation). Finally, during the period of analysis the local currency was 

pegged to the dollar and thus the monetary authority had almost no control over the amount 

of money. This setting of liquidity growth, capital inflows and limited monetary intervention is 

ideal for addressing the empirical questions posed in the introduction.  

2.2. Program Characteristics 

The Credit Program to Small and Medium Sized Firms (referred to as MYPES for its Spanish 

acronym) was implemented in Argentina between 1993 and 1999 and provided financial 

intermediaries limited financing at a subsidized interest rate (average dollar deposit rate). The 

program was funded by the Inter-American Development Bank (IDB) and had the objective 

of increasing formal intermediary lending to small businesses. The MYPES falls into the 

category of what is known in the development agency jargon as an on-banking or a two-step 

lending program. The common feature of on-banking programs is to make financing available 

to existing financial intermediaries, with the condition that a proportional amount must be 

lent in turn to a narrowly defined group of borrowers. This type of credit market intervention 

is widely used in developing countries. The IFC (World Bank) alone allocated during the last 

                                                 
7 Other reforms were the creation of a limited, fully funded deposit insurance; the replacement of reserve 

requirements with liquidity requirements, which decline with the residual maturity of each liability; the 
requirement of annual bank ratings provided by a rating agency registered with the Central Bank; mandatory 
bank subordinated liability of 2% of deposits each year and; the privatization of most government owned banks. 

8 By 1998 foreign-owned banks held 53% of the assets and 46% of the loans of the financial system. 
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decade more resources to small firms through on-banking “than through any other individual 

program” (Barger 1998). The MYPES required banks to issue $1 of loans to eligible 

borrowers for every $0.75 of program financing received.9 Firms with less than 20 workers 

and less than $200,000 in annual sales were eligible to receive program loans.  

In previous research (Paravisini 2003) I show that eligible borrowers’ debt increased by less 

that 10 cents for every dollar of program financing received by participating banks. I also 

show that banks circumvented the allocation rule by picking the best performing borrowers 

among their eligible clients and re-labeling existing debt as ‘program loans’. The intuition of 

how re-labeling was put into practice is shown in Figure 2, which shows the monthly 

evolution of the average debt of firms that received program loans. Debt is plotted relative to 

the month firms received the program loan (labeled as month 0 on the horizontal axis). Each 

column represents the total bank debt of the firms and distinguishes three separate sources: 

program debt (black), other debt from bank that issued program debt (white), and other debt 

from other banks (grey). The graph shows that program debt substituted dollar for dollar debt 

previously held by loan recipients with the bank. The conclusion there was that banks were 

largely unconstrained in their use program financing, which makes it possible to treat as an 

exogenous source of liquidity to the bank. 

Program financing was distributed in 12 waves between 1993 and 1999. The amount of 

resources allocated to each wave varied under the discretion of the IDB. The yearly flow of 

program financing is plotted in Figure 3. The plot displays two peaks: one during years 1995 

and 1996 and another one in 1999. The first peak coincides with a period of massive deposit 

drains triggered by the Tequila crisis (see Figure 1) and with the subsequent regulatory 

reforms. The second peak was driven by an ‘administrative rush’ to finish allocating the 

program resources before year 2000. According to MYPES managers, a second phase of the 

program (MYPES II) was planned to begin in 2000 and financing for this phase was 

conditional on the complete execution of the budget of the first one. I will take advantage of 

the fact that each wave of the program provides an independent shock to liquidity and 

perform estimations restricting the sample to the final waves. This avoids the potential bias 
                                                 

9 To avoid confusion between loans from the government to the banks and the associated loans from the 
banks to eligible firms, I will call loans to banks “program financing” and loans to firms “program loans to 
firms”.  
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that may arise from the program being purposely timed to provide liquidity to weaker banks 

when they most needed it.  

A month prior to the beginning of each wave, the Central Bank of Argentina announced 

publicly the amount to be distributed and banks submitted an application to participate. 

Resources in the wave were allocated among all participant banks according to an 

administrative formula based on bank characteristics.10 The formula assigned a higher fraction 

of the wave resources to banks with a smaller average size of loans and a higher proportion of 

loans in poor provinces.11 Each participating bank was assigned a point score according to 

these characteristics12 and the wave resources were allocated proportionally to each bank’s 

score. I will use this formula later to predict the expected amount of available program 

financing to each bank in each wave. The resulting predicted available financing is 

uncorrelated with bank investment opportunities, which makes it suitable for use as an 

instrument for liquidity when estimating the sensitivity of lending to the financial position of 

the bank.   

Of the 126 financial institutions in the sample between 1995 and 2001 (see the data 

description in the next subsection), 29 received program financing at least in one wave. The 

number of banks that participated in each wave varied between 5 and 15, and participation 

was positively correlated with the amount of resources to be distributed in each wave (see 

Figure 3). During interviews, executives of participating banks acknowledged that although 

the program provided a cheap source of finance, the amount at stake was sometimes too small 

                                                 
10 Formally, banks submitted in the application the amount of financing required. If the sum of the requested 

financing of all applicants exceeded the amount of resources in the wave, financing was distributed among 
applicants according to the formula. However, the financing demand surpassed available resources in every wave, 
and the formula was used to allocate resources in each of them. 

11 Originally, the banks had to submit also in their application the fraction of matching resources the bank 
would commit to the ensuing loans to eligible firms and the interest rate they would charge on these loans. Both 
of these variables were to be included in the distribution formula if the requested financing exceeded the amount 
of resources in the wave. However these variables were dropped from the formula after the first two waves 
because there was no cross sectional variation in the bids. The matching funds bid was exactly the minimum 
matching funds required by the program ($1 for every $3 of program financing) in 98% of the cases. And the 
interest rate bid matched a “suggested” rate provided by the government. The difference between the highest and 
the lowest interest rate bid in any wave was at most 0.06 percentage points and zero 81% of the time. This 
variation was negligible relative to the average interest rate of 13.7% during the period. 

12 The point score according to average loan size is shown in Table 1. The point score according to regional 
distribution allocated a weight of 30 to loans issued in the riches provinces (Capital Federal, La Pampa y Santa 
Cruz) and 100 to loans issued in the poorest (Formosa, Catamarca, Santiago del Estero, Chaco, Jujuy, Misiones, 
Corrientes, Salta, Chubut y Tucumán). Loans to other provinces received a weight of 70. 
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to compensate the red tape costs involved in participating.13 Since program participation was 

likely to be related to factors affecting the lending-liquidity sensitivity (e.g., negative deposit 

shocks, new investment opportunities) I will exploit changes in wave size as an exogenous 

source of variation in participation. The descriptive statistics of banks by their participation 

status show how the endogenous participation decision might produce biased estimates if 

unaccounted for (see Table 2). Participating banks are on average smaller and more likely to 

be constrained than non-participating ones. A comparison of participating versus non-

participating banks could lead to an upward bias in the estimate of the sensitivity of lending to 

liquidity. All the specifications used in the empirical section of this paper will include bank 

fixed effects, which will account for the potential time invariant differences across banks.  

Banks had three months to use the allocated resources or pay a penalty equal to twice the 

interest rate of the unused balance. The unused balance would be reassigned in the next wave 

of the program among the participating banks in that wave. Also, banks bore the credit risk of 

the loans to the eligible firms: repayment of program financing was not contingent on firm 

loan performance. However, the repayment schedule of the program financing matched 

exactly the schedule of the associated firm loan. The duration of loans to firms was limited to 

36 months (plus 12 months of optional grace period). The descriptive statistics of the program 

loans to firms (Table 3) show that the median duration of program firm loans was 36 months 

and the median grace period was zero. This suggests banks also selected eligible firms in order 

to maximize the time they could hold program financing within the imposed constraint.  

Finally, the MYPES program was small relative to the size of the financial system: it 

allocated around $90 million among participating banks, which represented 0.1% of total loans 

in 1995. This implies that the program had a small impact on aggregate liquidity and was 

unlikely to influence interest rates, which allows focusing on the partial equilibrium effects of 

the liquidity expansion. On the other hand, the amount of financing was sizeable relative to 

banks that participated in the program: financing represented about 1.8% of stock and 10.6% 

of the flow of loans during the months of implementation.  

                                                 
13 Participating banks had to provide the program administrators with a database containing the 

characteristics of the recipients of the loans associated with the program. They also had to send monthly reports 
of the repayment performance of these loans.   
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To summarize, the program provided banks with a limited amount of low cost, medium 

term financing. The cross sectional and time series variation of the available program financing 

and the probability of bank participation in the program can be predicted using wave size and 

timing and a cross sectional allocation rule which are independent of investment opportunities 

or deposit shocks. The predicted available financing can then be used as an exogenous shifter 

of bank liquidity to estimate the effects of liquidity shocks on the lending decision of banks. 

Next I discuss how financing frictions can affect the response of bank lending to the 

availability of new sources of subsidized finance and how this can be used to develop a test 

for financing frictions. 

2.3. Financing Constraints and Lending Behavior 

2.3.1. Loan Sensitivity to Bank Liquidity 

In a world without financing frictions, profit maximizing banks will be able to raise any 

amount of finance in the capital market at a constant cost, rm, and lend until the marginal 

return on loans is equal to the marginal cost of finance. If banks face a declining schedule of 

marginal loan profitability, lending beyond this point yields a return lower than rm. If a bank 

receives one dollar of subsidized financing (at a rate rs<rm), it will use it to repurchase a dollar 

debt and earn rm-rs. The alternative is to issue $1 in new loans, which would yield a return 

below rm-rs. Thus in a frictionless world, an extra dollar of available cheap financing will 

increase the infra-marginal profits of the bank, but will not affect either total loanable funds 

(total financing minus reserve requirements) or lending as long as banks hold some financing 

at the market rate.  

In an alternative scenario with informational asymmetries and agency problems bank 

external financing is costly. Banks will be unable to raise unlimited amounts of financing at the 

market rate because issuing debt either could be a bad signal of the quality of banks assets or 

increases the incentives of self-interested managers to engage in opportunistic behavior 

(Stiglitz and Weiss 1981; Myers and Majluf 1984; Jensen 1986). These frictions imply that the 

marginal cost of external financing is not constant at rm, but increasing in the amount of 

externally raised finance. Banks will lend until the marginal cost of finance is equal to the 

marginal return on loans, but now a $1 of subsidized financing will shift out the marginal cost 
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of external finance. When banks face financing frictions, an increase in available cheap finance 

leads to an expansion total bank loanable funds and in lending.  

This discussion suggests a simple test for financial constraints in the context of the 

program described in the last subsection. A positive relationship between bank loanable funds 

and the availability of program financing when banks hold liabilities priced at the market rate 

(e.g. uninsured CDs, subordinated debt or any bank liability other than deposits) can be taken 

as evidence of financing frictions. If this relationship exists, changes in the availability of 

program financing can be used as an exogenous source of variation of bank liquidity to 

estimate the magnitude of the sensitivity of lending to bank liquidity. The methodology 

parallels that of Banerjee and Duflo (2004), who use the expansion of a directed credit 

program in India to test whether non-financial firms are credit constrained. 

To put these ideas in a conceptual framework, I consider an adaptation of Froot, 

Scharfstein and Stein (1993), Kaplan and Zingales (1997) and Stein (2003) reduced form two-

period models to the case of financial firms. This framework is intended to convey the 

intuition behind the empirical strategy to test for liquidity constraints and not to explain 

optimal bank investment and financing decisions under asymmetric information. Banks 

choose the amount of lending, L, and external financing, e, to maximize expected profits:  

( ) ( ) ( )[ ]eeCrsrLf
r mseL θλ ++−+−

+
+ 11
1
1max ,  (2-1)

s.t. esL +=   

where f(L) is the expected gross return on loans and s represents subsidized finance and r is 

the discount rate. Also, rm and rs are the market and the subsidized price of external finance 

respectively. The cost of external financing, rm+θC(e), is equal to the market rate when there 

are no financing frictions (θ=0), and increasing in the amount external funds [C’>0, C’’>0] 

otherwise (θ>0). Expected return on loans, f( ), is an increasing and concave function of 

lending due to, for example, an increasing and convex profile in the probability of default of 

potential borrowers. Finally, λ represents the potential private benefits managers derive from 

investment. 
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The level of lending that maximizes expected profits when there are no financing frictions, 

L*, equates the market cost of financing and the PDV of the marginal expected return on 

loans: 

( ) mrLf
r

+=
+
+ 1'
1
1 *λ  (2-2)

as long as the amount of subsidy does not exceed L* (s≤L*). In a frictionless world, an 

increase in the amount of subsidized financing will lead to a one for one reduction in external 

financing (de*/ds=-1), and bank total funding and lending will be unchanged. This result is 

depicted in Figure 4. 

On the other hand, if θ>0, lending will be given by the first order condition of the bank’s 

program (2-1): 

( ) ( )sLgrLf
r m −++=

+
+ ˆ1ˆ'
1
1 θλ  

with ( ) ( ) ( ) ( )sLCsLsLCsLg −−+−=− ˆ'ˆˆˆ  

(2-3)

Since g( ) is increasing and f ’( ) is decreasing, it follows that 0/ˆ >dsLd . In words, total 

funding and lending are increasing in the amount of subsidized finance (see Figure 5). It is also 

easy to show that 0/ˆ2 >θdsdLd , which implies that the sensitivity of lending to subsidized 

finance is increasing in the magnitude of the financing frictions. This result will be useful later 

to check whether the loan-liquidity sensitivity changes along observable proxies of financing 

constraints. 

2.3.2. Lending Profitability and Default Risk 

Liquidity constraints reduce the ability of banks to make loans. However, the fact that banks 

are constrained in the amount the can lend is not sufficient to conclude that banks are lending 

below the optimal level. Empire-building bank managers may have a tendency to ‘over-lend’ 

[λ>0 in (2-2)] and liquidity constraints may arise optimally to limit this behavior (Stulz 1990; 

Hart and Moore 1995).  

If banks are inefficiently constrained, the marginal loan of the bank must yield positive 

expected profits. The empirical setting provided by the government program allows testing 

this implication under certain assumptions. The liquidity shock provides a shift in the marginal 

cost of financing that allows tracing the characteristics of the marginal loan of the bank. In the 
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context of the previous analytical framework, the shift in the marginal cost curve in Figure 5 

traces down the slope of the expected marginal return on lending.  

Looking at actual loan profitability requires loan level data on interest rates and 

monitoring/screening costs which is unavailable. I will look instead at default risk, which will 

be inversely related to loan profitability as long as the interest rate on the marginal loan does 

not change substantially when lending expands. This assumption is reasonable if banks choose 

to ration borrowers instead of raising the interest rate to clear the market as in Stiglitz and 

Weiss (1981). The optimal interest rate is below the market clearing level because increasing 

the interest rate makes profile of borrowers riskier, both because it attracts riskier applicants 

and because it induces borrowers to take more risk. If borrowers are credit rationed, 

constrained banks need not reduce the interest rate in order to expand credit when facing a 

positive liquidity shock. Furthermore, constrained banks can use observable signals of 

borrower quality or collateral requirements to ration credit without facing a risk-return trade-

off.14 In the empirical section I will show evidence that is consistent with banks rationing 

credit using observable borrower characteristics.  

The previous discussion can be expressed in terms of the analytical framework of the 

subsection 2.3.1 by writing the expected return on lending, f(L) solely as a function of the 

optimal constant gross return on loans, R*, and the resulting average probability of default of 

loans, p*, as:  

( ) ( )[ ]LpRLf ** 1−=  (2-4)

where the probability of default is increasing and convex in the amount of lending.15 If banks 

are severely constrained, such that they are operating in the flat portion of the marginal 

expected return curve in Figure 4, the default risk will not change when lending expands. A 

finding that the default risk of lending does not change when lending expands would indicate 

                                                 
14 For example, banks can lend only to borrowers that are able (and willing) to pledge high collateral. A higher 

collateral (per dollar of lending) increases the payment to the bank in case of default and reduces the probability 
of default. Pledging collateral may serve as a signal of good borrower type, since it is costlier to pledge for bad 
entrepreneurs who fail more often. Also, collateral decreases the payment to the borrower in case of default, 
which reduces the incentives to misbehave. 

15 As suggested by the discussion on Stiglitz and Weiss, the probability of default will in general depend on 
the gross return R. The asterisks emphasize that the amount of lending is chosen given an optimal interest rate. 
The underlying assumption is that the effect of changing the amount of lending on the optimal interest rate is of 
second order. 
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that not all borrowers in the same risk class are obtaining credit and implies banks can expand 

credit profitably when the liquidity constraints are relaxed.   

3. Data Sources 
Before heading into the empirical specifications and results I first describe the sources of data 

used in this paper. First, I use detailed information on balance sheets and monthly earnings 

reports for all the banks in the Argentine financial system between 1995 and 2001 from the 

Central Bank of Argentina. As I argued in the description of the program, the preferred 

estimates will be based on the 1998-2000 sub-sample, when the final waves of the program 

took place.  

The second source of data is the Public Credit Registry database, or CDSF for its acronym 

in Spanish (Central de Deudores del Sistema Financiero). Each observation in this database 

represents a loan i held by firm j with bank k at month t. It containts monthly data on all loans 

held by firms or individuals with more than $50 of debt with a financial institution in 

Argentina. The CDSF is available for all borrowers after January 1998.16 For every loan, the 

data available are: the name of the debtor, the name of the bank, the principal withstanding, 

the amount of collateral posted and a code describing the debt situation. This code ranges 

from 1 to 6, where 1 represents a good standing loan and 5 and6 represent unrecoverable 

loans. The categories are precisely defined in terms of the days behind in payment, debt 

refinancing and bankruptcy filings (Gutiérrez-Girault 2002).17  

This data allows building the credit history of every borrower in the financial system. I 

construct measures of loan performance of loans issued at month t by looking at the debt 

situation code at month t+12 and t+24. I also construct two measures of ex-ante credit 

quality: the collateral to loan ratio and a dummy equal to one if the loan recipient has some 
                                                 

16 The collection of this data started in early 1996. However, the accounts of what information was available 
before 1998 and when are contradictory. See for example Escudé et. al. (2001) and Fakenheim, M. and A. Powell 
(2003). However, all research conducted by the BCRA and others using the CDSF only includes post 1998 data.  

17 Situation 1 (normal): all payments on time. Situation 2 (with potential risk): small and occasional delays in 
repayment. Situation 3 (with problems): delays in repayment between 90 and 180 days. Repays accrued interest 
but requires principal refinancing. Situation 4 (high insolvency risk): repayment delays between 180 and 360 days, 
bankruptcy filings for more than 5% of the firm’s equity, has principal and interest refinancing requiring principal 
condoning, the bank received payments in kind.  Situation 5 (unrecoverable): bankruptcy declared. Situation 6 
(unrecoverable by technical disposition): late repayments of more than 180 days with intervened financial 
institutions.  
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non-performing debt at the time of receiving a loan. And finally, this dataset allows measuring 

these variables for different types of borrowers. I look in particular at loan recipients with a 

previous relationship with the issuing bank and those without one (‘existing’ and ‘new’). 

Among the new borrowers, those that have a previous credit history with other financial 

institutions are also considered (‘switching’ borrowers). The loan level descriptive statistics by 

type of borrower are shown in Table 7. 

It is important to note a feature of the CDSF related to the information reported about 

credit lines (including credit cards) and credit commitments. Since the bureau was created for 

regulatory reasons to measure bank asset risk, credit limits and not actual amounts of credit 

outstanding are reported. That is, if a firm opens a credit line for up to $100,000 with a bank, 

then the CDSF will show a loan of $100,000 for every month the line is available regardless of 

the actual amount borrowed. This feature is actually an advantage in our application since the 

outcome of interest is the availability of credit.  

A third source of data is the program database, collected and managed by the Ministry of 

Economy in Argentina. This database has detailed characteristics about firms that received 

loans from the program, such as characteristics of the loan (date of initiation, principal, 

duration, grace period, amount of each payment, grace period, interest rate), characteristics of 

the firm (number of workers, annual sales), and name of the intermediary bank that made the 

loan.18 The program database and the CDSF could be linked using a unique tax identification 

code (CUIT).  

4. Measuring the Lending-Liquidity Sensitivity 

4.1. Empirical Specification and Previous Research 

The usual specification used in the lending channel literature looks at the relationship between 

loan growth and a measure of changes in the bank liquidity, typically given by changes in 

monetary policy (Bernanke and Gertler 1995; Hubbard 1995; Kashyap and Stein 2000; Kishan 

and Opiela 2000), deposit growth (Jayaratne and Morgan 2000; Ashcraft 2003), internal cash 

(Ostergaard 2001) or stock price (Peek and Rosengren 1997): 

                                                 
18 The firm program loan descriptive statistics shown in Table 3 are calculated using the program database. 
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Lit = αi + αt + βDit + γXit + εit (4-1)

where Lit is loan growth of bank i at month t, Dit represents a measure of the liquidity shifter, 

αi and αt are bank and month fixed effects, Xit is a set of controls and εit is the error term. The 

main caveat in this literature is that the sources of variation in bank liquidity are likely to be 

correlated with investment opportunities in loans, which would lead to a biased estimation of 

β in (4-1). For example, an increase in deposits, internal cash or stock prices may signal better 

future lending prospects of the bank and will be correlated with loans even in the absence of 

financing constraints.  

This problem has been approached in several ways. First, by introducing a measure of 

investment opportunities among the controls (e.g. Tobin’s q, level of economic activity). 

Second, by looking at the differences in the lending-liquidity sensitivity across banks that are 

more likely to face financing constraints according to observable characteristics (e.g. smaller, 

less capitalized banks). Both of these approaches are also used in the early literature on the 

investment-cash flow sensitivity and have been criticized from empirical and theoretical 

grounds. Poterba (1988) and Erickson and Whited (2000) suggest the observed correlation 

between investment and cash flow can be entirely driven by measurement errors in q. 

Furthermore, the cross sectional variations in the investment-cash flow sensitivity appear in 

the data even for firms that are not likely to be financially constrained (Kaplan and Zingales 

1997; 2000), and can be induced by models without financing frictions (Alti 2003). The same 

caveats are likely to apply when looking at the sensitivity of bank investment (lending) to 

liquidity, as long as bank deposits, cash flow or stock price are correlated with bank 

investment opportunities. The third and most convincing approach is to look at the lending-

liquidity sensitivity in a ‘natural experiment’ setting, in which the shock to the financial 

position of the bank is independent of its investment opportunities (Stein 2003).  

I use a natural experiment approach in this paper by exploiting the expansion of available 

financing provided by the government program as the source of variation in bank liquidity, as 

was described in section 2.3.1. The relationship between loan growth and liquidity is estimated 

as in (4-1), with liquidity measured as the growth of the bank loanable funds, F: 

Lit = αi + αt + βFit + εit (4-2)
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Loanable funds are the sum of equity, deposits and other liabilities, minus reserve 

requirements. Growth refers to the proportional growth rate, calculated as the change in the 

log of the variable.19 Changes in the predicted availability of program finance, E~ , are used as an 

instrument for F and estimate β in (4-2) by 2SLS. Section 4.2 discusses in detail how the 

availability of program finance is predicted using the predicted probability of participation and 

argues that conditional on bank and month fixed effects, predicted program financing can be 

regarded as exogenous. The estimated β2SLS can be interpreted as the elasticity of lending to 

changes in liquidity. The first stage of this estimation represents the effect of the expansion in 

the predicted available financing on bank liquidity:  

Fit = αi + αt + φE~ it + ηit (4-3)

The discussion in section 2.3.1 suggests that a positive estimation of the sensitivity of liquidity 

to available finance, φ, will occur only if banks face financing constraints. 

The sensitivity obtained through 2SLS can be compared with the estimate that results when 

using deposits as an instrument for liquidity. Which estimate will be higher is a priori 

ambiguous. On the one hand, as previously argued, changes in deposits are likely to be caused 

by factors that also affect the demand for bank credit. This would lead to upward biased 

estimations of the sensitivity of lending to liquidity. On the other hand, banks are likely to 

endogenously choose to lend out a lower proportion of a liquidity expansion when it is less 

liquid. Since the program provided medium term financing (3 years on average) which is less 

liquid than deposits, it is reasonable to expect a higher sensitivity of lending to liquidity shocks 

induced by the program.  

I will also verify whether the loan-liquidity sensitivity varies across observable measures of 

financing frictions by estimating the following specifications: 

Lit = αi + αt + β1Fit + β2Fit × DumSmalli+ εit 

Lit = αi + αt + β1Fit + β2Fit × DumLowCapi+ εit 

(4-4)

(4-5)

Here the liquidity measure is interacted with a dummy equal to one if the bank is in the lowest 

20% of the assets distribution (4-4), and equal to one when in the lowest 20% of the equity to 

capital ratio (4-5). The instruments in each of these specifications are the expansion in 

                                                 
19 That is, ln(Xt)-ln(Xt-1)≈ (Xt - Xt-1)/ Xt-1 when Xt - Xt-1 is small. 
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available finance as before, and also the interaction between the available finance and the 

DumSmall and DumLowCap dummies respectively. The coefficients on the interaction term, 

β2, will be positive if small and less capitalized banks indeed have a higher lending-liquidity 

sensitivity than other banks.  

4.2. Dealing with Endogenous Program Financing 

The key assumption in the previous empirical strategy is that program financing affects bank 

liquidity in a way uncorrelated with investment opportunities, deposit shocks or other factors 

that affect either bank liquidity or the decision to lend. As the description of the program in 

Section 2.2 suggested, actual program participation and available financing were likely to be 

correlated with these factors since banks facing a greater need for liquidity were more likely to 

apply for program financing. This section describes how the potential endogeneity in 

participation and financing are dealt with using the time series variation of wave size and the 

cross sectional allocation rule of the program. 

4.2.1. Predicted Probability of Participation 

Bank executives commented that when the amount of resources in a program wave was small, 

the potential funding from the program was too low to justify the administrative costs of 

participating. Potential funding available to a bank in each wave was driven by two main 

factors: in the one hand, total available financing, decided in every wave by the IDB; in the 

other hand, the share of the wave resources that a given bank would receive if it were to 

participate, in turn determined by the number of participants in the wave as well as by 

predetermined characteristics of the banks. Bank participation can then be predicted based 

solely with variables that are uncorrelated with the lending decision after controlling for bank 

and month fixed effects.  

First, the participation choice is modeled by assuming bank i participates in program wave 

w only if the potential financing that can be obtained from participation exceeds a bank and 

wave specific parameter ηiw.20 Potential financing, h(.), is a function of wave size, Aw, and the 

point score bank i obtains according to its average loan size (Zsizeiw) and regional loan 

distribution (Zregioniw). Potential financing bank i expects to receive from the program in a 
                                                 

20 This is a version of the standard linear latent index models commonly used in econometric program 
evaluations [for an early example, see Heckman and Hotz (1989)].  
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certain wave will be a non-linear function of these parameters for two reasons. First, the actual 

administrative function, discussed in detail in the next subsection, is also non-linear in wave 

size and bank scores. And second, because potential financing also depends on the expected 

number and characteristics of other participating banks.21 I assume an arbitrary and flexible 

functional form for potential financing.  In particular, I choose a second-degree polynomial on 

wave size and the point scores: 22 

h(Aw, Zsizeiw, Zregioniw) = ∑∑∑
= = =

2

0

2

0

2

0s u v
ξs,u,v Aw

sZsizeiw
uZregioniw

v  (4-6)

Assuming η iw is normally distributed, the probability that bank i participates in wave w, piw, is 

given by:   

piw = Pr( h(Aw, Zsizeiw, Zregioniw) > η iw) = Φ( h(Aw, Zsizeiw, Zregioniw) ) (4-7)

where Φ is the normal cumulative distribution function. The parameters of this participation 

model can be estimated using maximum likelihood (probit) and used to obtain a predicted 

probability of participation, iwp̂ . It is possible that banks tried to game the resource allocation 

formula by manipulating the loan size and distribution to increase their share of program 

resources. To avoid introducing this source of bias in the estimation of the probability of 

participation, the region and size point scores do not vary by wave. Instead I use the scores 

                                                 
21 The participation decision of banks can be formally modeled as a private value auction. Suppose N banks 

are deciding whether to participate in a program wave of size A. For simplicity assume all banks are equal except 
for their cost of participation, η, which is private information. Thus, the amount of resources in a wave is evenly 
distributed across the banks that decide to participate. The common knowledge p.d.f. of the cost among 
potential participants is f(η). Optimal participation will be given by a cutoff rule: bank i participates if ηi< η*. So 
the probability bank i participates is given by: 
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Finally, the cutoff η* is defined implicitly by the value of η that equates the net expected program financing 
to zero.  

22 h(Aw, Zsizeiw, Zregioniw) = ξ0 + ξ1Aw + ξ2Zsizeiw + ξ3Zregioniw + ξ4AwZsizeiw + ξ5AwZregioniw + 
ξ6ZsizeiwZregioniw + ξ7Aw2Zsizeiw + ξ8Aw2Zregioniw + ξ9AwZsizeiw2 + ξ10AwZregioniw2 + ξ11Zsizeiw2Zregioniw +  
ξ12ZsizeiwZregioniw2 + ξ13AwZsizeiwZregioniw + ξ14Aw2ZsizeiwZregioniw + ξ15AwZsizeiw2Zregioniw + 
ξ16AwZsizeiwZregioniw2 + ξ17Aw2Zsizeiw2Zregioniw + ξ18Aw2ZsizeiwZregioniw2 + ξ19AwZsizeiw2Zregioniw2 + 
ξ20Aw2Zsizeiw2Zregioniw2 
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corresponding to the first time the banks are observed in the sample. This is, the following 

probit specification is estimated: 

piw = Φ ( h(Aw, Zsizei, Zregioni) )  (4-8)

where the variation in participation across waves and across banks are given by the interaction 

between wave size and initial bank characteristics. To see how close predicted participation fits 

actual participation, Figure 6 plots the actual and the predicted number of bank participations 

by year.23 The plot shows that the predicted participation series tracks the actual one quite 

well. 

4.2.2. Predicted Availability of Program Financing 

When a bank participates in a wave, the amount of program finance it will receive depends on 

the amount of resources in the wave and the number and characteristics of all the participating 

banks in that wave. The administrative allocation formula stipulated that each bank would 

receive a fraction of the resources available in the wave that was proportional to the ratio of 

their score points relative to the sum of the scores of all participating banks, or:  
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 (4-9)

Eiw is the actual amount of financing bank i receives from the program when it participates in 

wave w, and is a function of wave size, Aw, bank i’s point scores, Zsizeiw and Zregioniw, the 

number of participants in the wave, nw, and the sum of all participants’ point scores.  

I use the predicted probability of participation from the previous subsection to estimate the 

expected sum of the characteristics of program participants. This is done by summing the 

bank characteristics of all banks (participating and non-participating) weighted by the 

predicted probability of participation ( iwp̂ ). Using this expected sum in (4-9) I predict the 

amount of program financing bank i would have received if it had participated in wave w: 

                                                 
23 The predicted number of participants in a wave is just the sum of the predicted probabilities of 

participation across all banks. If the same bank participates in two waves during a year it counts as two 
participations for the graph. 
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where the region and size point scores of each bank are taken when first observed in the 

sample to avoid the rule gaming bias discussed before. Equation (4-10) gives us an 

approximation of the expected increase in the availability of program financing of bank i at 

wave w. To calculate the changes in available financing by month ( itE
~ ) I assume, first, that 

banks drew the available finance in three equal parts during the months following the date a 

wave begins; and second, that the program financing was repaid in 36 equal monthly parts 

after being received. The first assumption follows since banks had three months to draw the 

resources from the credit line in the Central Bank without penalty. The second assumption 

attaches to program financing the same repayment schedule of the median firm loan as 

described in Table 3.  

In the last two lines of Table 2 show the descriptive statistics of the resulting available 

financing variable (in levels and as a proportion of loans outstanding) by bank participation 

status. Available financing represents about 7.6% of loans during the sample period. Changes 

in this predicted available finance are used as an instrument for changes in bank liquidity in 

specification (4-2).  

The use of a rule based non-linear allocation as an instrument for the actual one is applied 

in another context by Angrist and Lavy (1999) when evaluating the effects of class size on test 

scores. In that case the endogenous variable to be instrumented, class size, varies with 

enrollment in a non-linear fashion due to a maximum class size rule. This allows 

instrumenting class size while still controlling for enrolment and unobservable school 

characteristics. In this paper, the amount of program financing and the probability of 

participation in the program vary non-linearly with wave size and predetermined bank 

characteristics. As previously argued, wave size varies for exogenous reasons in the final waves 

of the program and all time invariant bank characteristics will be controlled for using bank 

fixed effects specifications.  
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4.2.3. Identification Checks 

First, I check whether the predicted available financing variable is correlated with the actual 

program financing received by the banks. Figure 7 shows that the expected predicted stock of 

available finance tracks the actual stock quite well in the time series. 24 A regression version of 

this comparison, which also accounts for the cross sectional variations in financing and 

includes bank and month fixed effects, implies estimating the following regression of actual 

financing on predicted financing: 

Eit = αi + αt + φ1 E
~

it + η’it (4-11)

The estimated φ1 is close to one and statistically significant, which implies that the 

administrative formula was strictly applied.  

Next I revisit one of the key identification assumptions mentioned at the beginning of this 

section: that the predicted financing expansion should not be correlated with other shocks to 

liquidity or to investment opportunities. To check this I estimate a regression of actual and 

predicted program financing on lagged deposit growth and lagged bank cash flow. The 

estimated parameters are shown in Table 4. Column 1 shows that actual financing was in fact 

negatively and significantly correlated with lagged shocks to deposits (2 and 4 lags). This was 

expected if banks decided to participate in the program when they received a negative shock 

to deposits. However, columns 2 and 3 show that predicted financing is not. There is also no 

correlation between past cash flows and predicted available financing growth. These results 

corroborate that the predicted financing variable rids of the potential endogenous correlation 

that might be present in the actual financing variable.  

4.3. First Stage: the Effect of a Credit Expansion on Loanable Funds 

The discussion in Section 2.3 about the effects of financing frictions on lending behavior led 

to the conclusion that a change in the availability of cheap financing will affect bank liquidity 

only when banks are constrained. The relationship between available financing and liquidity is 

embodied in the first stage regression (4-3). A positive relationship between the available 

finance growth and liquidity (loanable fund growth), φ, would be consistent with financing 

constraints.  

                                                 
24 The expected predicted stock is the predicted stock times the probability of participation summed across all 

banks.  
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Table 5 shows the estimated parameters of the first stage. There is a positive and significant 

relationship between credit expansion growth and bank liquidity in the entire sample of banks 

(Column 1). As an additional specification check, the first stage regression is estimated again 

dividing the sample between banks with a high average probability of participation in the 

program and banks with a low probability of participation, which is a predetermined bank 

characteristic since it is based on pre-program data only. Banks are defined as having a high 

average probability of participation if they are in the top quartile of the probability distribution 

estimated using (4-8). The results are shown in columns 2 and 3 of Table 5. As expected, 

predicted available finance has a positive and significant effect on the liquidity of banks with a 

high probability of participation in the program, and an insignificant effect on low-probability 

banks.  

This discussion suggests a graphical version of the first stage estimates. The loanable funds 

of banks with a high average probability of participation in the program should increase 

relative to the loanable funds of banks with a low average probability of participation, when 

the available financing increases.  To check this is the case, the top panel of Figure 8 plots the 

predicted and the actual available program finance to banks in the top quartile of the 

distribution of the predicted probability estimated from (4-8). The bottom panel shows the 

ratio between the loanable funds of high-probability and low-probability of participation 

banks. The time series of both graphs follows a similar pattern, which indicates that the 

liquidity of banks that were likely to participate in the program increased when available 

program financing expanded. 

The results suggest that banks increased their holdings of loanable funds as a result of the 

expansion of available cheap financing. This is opposite to the predicted response for an 

unconstrained profit maximizing bank in section 2.3. Such a bank would have reduced 

holdings of other more expensive liabilities and kept liquidity unchanged. The fact that the 

predicted financing expansion is driven only by exogenous sources of variation, assures that 

the expansion in liquidity is not driven by other confounding factors that affect either liquidity 

directly or the demand for loans. Thus, the evidence supports the hypothesis that banks are 

liquidity constrained. The next step is to explore the relationship between bank liquidity and 

lending of constrained banks. 
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4.4. 2SLS Estimation: The Sensitivity of Lending to Bank Liquidity 

This section uses specification (4-2) to obtain the 2SLS estimate of the sensitivity of lending to 

bank liquidity, β, using the predicted expansion of available financing as a liquidity shifter. All 

the results that follow are estimated using the entire sample of banks. Table 6 shows the OLS 

and the 2SLS estimation results of β. The preferred estimate of the lending-liquidity sensitivity 

is 0.745 (column 3), obtained from restricting the sample to the final waves of the program. 

Considering that the average loans in the sample are $536 million and average loanable funds 

$616 million, the estimated elasticity implies that loans increase by $0.66 for every dollar of 

liquidity expansion. Figure 9 shows this result graphically: the ratio of loans by high-

probability to low-probability (average) of participation banks also increases when available 

program financing is expanding (as shown in Figure 8 for loanable funds).  

The estimate of the sensitivity of lending to bank liquidity is lower (0.481) when all the 

waves of the program are used in the sample. Recall that the initial waves of the program 

coincided with massive deposit drains from the banking system. A negative bias in the loan-

liquidity estimate during this period would result if the fall in deposits of program banks was 

relatively larger than for the rest of the banks. The rest of the results in the paper will be 

estimated using the restricted sample. 

As an additional specification check, the estimation is repeated including in the sample only 

those banks that participated at least once in the program, but excluding all banks that 

participated in every wave. If the identification strategy is valid this estimate should be the 

same as using the entire sample of banks. The estimated β for an unreported estimation using 

the restricted sample of banks is 0.66 with a standard error of 0.29, which is statistically 

indistinguishable from the estimate using the entire sample. This result suggests that the use of 

predicted finance as an instrument for changes in bank liquidity deals successfully with the 

endogeneity of bank selection into the program.  

In order to compare the results with the previous literature I estimate the sensitivity of 

lending to liquidity across banks of different size and capitalization using specifications (4-4) 

and (4-5). The coefficient of interest in this specification is the interaction term, β2, which will 

be positive if banks in the lowest quintile of the asset or capitalization distributions have a 

higher sensitivity of lending to changes in bank liquidity. Both point estimates are positive, but 
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neither of them is statistically significant (Columns 5 and 6 of Table 6). These results hint at 

the potential bias that may result when identifying financing constraints relying on cross 

sectional variations in the sensitivity of lending to liquidity. The magnitude of the cross 

sectional variation may be very small in proportion to the actual level of this sensitivity, and 

might lead to underestimate the importance of the effect of financing frictions on bank 

lending.  

Summarizing the finding of this section, an increase in available financing produces an 

increase in bank liquidity that is consistent with the existence of financing frictions. The 

sensitivity of lending to changes in liquidity that results from these frictions can have a 

substantial magnitude and has potentially been underestimated by previous research. I now 

turn to analyze the effects of financing constraints on bank lending behavior, and in particular 

on lending risk.  

5. Liquidity and Lending Risk 

5.1. Specifications with Loan Level Data 

The following version of (4-2) is used to estimate the change in bank loan default risk and 

average borrower characteristics due to a liquidity expansion: 

Yijt = αi + αt + αs + φDumExpit + ωit (5-1)

Every observation represents a loan j given by bank i at month t. The left hand side variable is 

a measure of loan default or borrower characteristics. Loan default is measured as a dummy 

equal to one when a loan issued at time t has defaulted by time t+12. I also look at defaults at 

t+24 to check for potential changes in the timing of defaults. As mentioned previously, I use 

loan collateralization and loan recipient past performance as measures of observable borrower 

quality. Collateralization is the ratio of collateral to the amount of loan j. Past performance is 

measured as a dummy equal to one if the recipient of loan j has any non-performing debt 

between t-1 and t-12.  

The variable of interest on the right hand side is DumExpit, a dummy equal to one when 

bank i receives program financing at month t. Financing expansion months are defined as the 

three months following the date a program wave begins.  I instrument this variable with the 

predicted probability of program participation, described in section 4.2. The estimated φ can 
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be interpreted as the change in the average of the dependent variable (averaged over bank-

month cells) that results from a liquidity expansion. For example, assume (5-1) is estimated 

using the default at t+12 dummy as the dependent variable and we obtain φ=0.05. This result 

indicates the fraction of loans issued by a bank that defaults after 12 months increases by 5 

percentage points when the bank receives a liquidity expansion. The rest of the right hand side 

variables are αi and αt, bank and month dummies as in (4-2), and αs, an industry dummy. The 

industry dummy allows controlling for potential changes in the industry composition of the 

loan portfolio of the banks. Finally, ω is the error term.  

The descriptive statistics of the loans issued during the sample period are shown in Table 

7. Of the 750,526 loans in the sample, 130,201 were issued to new borrowers, or borrowers 

without a previous relationship with the bank. On average, 12.2% of the value of the loan was 

covered by some type of collateral, 12.2% of the loans is non-performing after 12 months and 

16.8% is non performing after 24 months. Loans to new borrowers are less collateralized and 

are more likely to default than loans to existing borrowers (borrowers with a pre-existing 

relationship with the bank). Existing borrowers have on average $58,550 of debt outstanding 

when received the loan and 14.1% of loan recipients hold some non-performing debt at the 

moment of receiving the loan. 

5.2. Default Rate Results 

The effect of the liquidity expansion on loan default risk can be characterized by estimating 

specification (5-1) using the default dummies as the dependent variable and the probability of 

participation as an instrument for the liquidity expansion dummy. The estimates of the first 

stage, the regression of the liquidity expansion dummy on the probability of participation, are 

shown in the bottom panel of Table 5. The 2SLS results for the 12 month and the 24 month 

default dummy and for various samples are shown in Table 8. The coefficient of interest can 

be interpreted as the change in the proportion of loans that default due to a liquidity 

expansion. The point estimates for the entire sample of loans are negative but insignificant for 

both the 12 and the 24 month measures (columns 1 and 2 of panel 1). This implies that the 

liquidity expansion do not change in a statistically significant way the default risk of bank 

loans, which suggests banks are lending at a point where the schedule of loan risk is constant 

on average.  
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To check whether the 12 to 24 month window is appropriate to measure changes in default 

i estimate the hazard rate function of default. The kernel estimation of the monthly hazard 

rate, probability a loan is defaulted t months after it is issued given that it has not defaulted at 

month t-1, is plotted in Figure 10. The kernel is estimated for the sample of loans issued 

between January and August 1998, for which I can observe at least three years and up to four 

years of repayment history. The plot shows that the hazard rate is initially increasing and peaks 

before 12 months and then decreases monotonically. Looking at the cumulative hazard, 45% 

of the loans that default in the sample period will have defaulted by month 12, and 85% will 

have done so by month 24. Looking at default in the 12 and 24 windows is likely to capture 

most of the defaults. 

As suggested in the discussion in 2.3.2, the fact that banks can expand lending without 

facing an increase in the default rate of loans is consistent with banks being inefficiently 

constrained. In terms of that discussion, given the plausible assumption that the interest rate 

on the marginal loan does not change substantially when lending expands, banks are operating 

at a point where the expected return of the marginal loan is flat, which is consistent with 

lending below the optimal level.  From the borrowers’ perspective, these results also suggest 

that financing constraints at the bank level may result in credit rationing of viable projects, a 

topic I explore further in the next subsections.  

5.3. Liquidity Constraints and the Composition of Lending 

Before going ahead, I show evidence corroborating the claim made in Section 2.2 that the 

program targeting rule did not affect the investment decision of the banks. To do this I 

estimate specification (5-1) using a dummy equal to one if the loan is issued to an eligible 

borrower (less than $200,000 in sales and 20 workers). 25 If the targeting rule was binding, the 

proportion of lending to eligible firms should increase when available program financing 

increases (β>0). The estimates in columns 1 of Table 9 show this is not the case. The 2SLS 

estimate of β is not significantly different from zero.  

                                                 
25 Loan recipient sales and workers are imputed using data from a sample of manufacturing firms collected by 

Unión Industrial Argentina. This database was used instead of the program database for imputation in order to 
avoid potential misreporting biases. The worker and sales data in the program database were self-reported by 
program banks and were not subject to verification by the program administrators. See a further discussion in 
Paravisini (2003). 
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The fact that financial constraints hinder the ability of banks to channel resources to 

potentially profitable projects brings up the question of which margins of lending are affected. 

In particular, constraints may affect the extensive margin of lending (access to bank financing) 

or the intensive one (amount of lending once access has been gained). I investigate this issue 

by looking at how the allocation of the flow of loans between borrowers with and without a 

previous debt with the bank (‘existing’ and ‘new’ borrowers) changes during liquidity 

expansion periods. I estimate specification (4-2) using the fraction of the amount of lending to 

new borrowers as the dependent variable and specification (5-1) using a dummy equal to one 

if the loan is issued to a new borrower. The results (shown in columns 1 and 2 of Table 9 

respectively) indicate that neither the composition of the number of loans or the amount of 

lending change significantly during liquidity expansions. This implies that the marginal loan is 

allocated across new and existing borrowers as the infra marginal one is: according to Table 7, 

87% of the lending expansion goes to know borrowers. When a bank receives a liquidity 

shock, it directs a large fraction of resources to increase the debt of firms that are already 

borrowing from the bank. This evidence is consistent with bank borrowers being credit 

constrained.    

The results indicate that liquidity constraints affect both the extensive and the intensive 

margins of lending and that the loan allocation choice is not altered in the margin by the 

liquidity shocks. This cannot be extrapolated to imply that the portfolio composition of the 

bank will be unaffected by any shock, but it means that the source of shocks considered in this 

paper is small enough not to change the composition of the marginal investment of the bank. 

This is convenient for the purposes of this paper because the results can be interpreted as if 

the risk profile of the banks is not changing and allows focusing on the characteristics of the 

marginal loan, to which I turn next. 

5.4.  Marginal Loan Default Risk and Relationship Lending 

Even if liquidity constrained banks are prevented from taking all profitable loan opportunities, 

unconstrained banks may step up and fill in the gap. The previous results suggest that there 

are frictions preventing borrowers from obtaining finance from other lenders when the bank 

they borrow from is constrained. These frictions may arise if banks obtain private information 

from their borrowers and have an advantage over uninformed banks (Sharpe 1990; Rajan 
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1992; Von Thadden 2001). In this case only the worse borrowers will substitute lenders and 

uninformed banks will face a ‘winners curse’.  

This subsection presents evidence consistent with banks holding private information about 

their borrowers and some of its consequences. I will show that the result obtained in section 

5.2, that banks can expand lending without facing an increase in the default rate, is mostly 

driven by the fact that the default risk profile of the marginal loan to existing borrowers is flat. 

On the contrary, expanding lending to new borrowers involves an increase in default risk, in 

particular when lending to new borrowers that are switching from another bank.  

The second panel of Table 8 shows the estimated parameters of specification (5-1) in 

subsection 5.2 but for the sample of existing borrowers. The results for this sub-sample follow 

are similar to those of the entire sample: the default rate on loans to existing borrowers 

remains unchanged during lending expansions. On the contrary, the results for the sample of 

new borrowers, shown in panel 3 of Table 8, indicate that the 12-month default rate for new 

borrowers increases by 3.8 percentage points when lending expands due to the liquidity shock. 

The 24-month default rate is also positive but statistically insignificant. Expanding lending to 

new borrowers does imply an important increase in loan risk. And the time profile of the 

default rate suggests that loans to new borrowers given during liquidity expansion also tend to 

default earlier.  

The finding that the default rate of loans to new borrowers increases during lending 

expansions does not necessarily imply that expanding lending to new borrowers is inefficient. 

If banks have poor information about the quality of new borrowers but can obtain signals of 

this quality through a lending relationship, then lending to new borrowers can be interpreted 

as an investment in information. As in Petersen and Rajan (1995), banks will be willing to face 

a higher default rate in the short run in exchange of higher returns in the future. 

Note also that the credit history of all borrowers is public information in Argentina. The 

entire history of past performance of all borrowers is available to all lenders through the 

Public Credit Registry in the Central bank. Private information of borrower quality revealed 

through the lending relationship is less likely to be important if observable past repayment 

performance is a good enough signal of quality. I examine whether this is the case by repeating 

the estimation of the change in the default rate during liquidity expansions for new borrowers, 
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but restricting the sample to borrowers that have previous history with another bank. 

Expanding lending to these ‘switching’ borrowers should be less risky than lending to new 

borrowers if public Credit Registry information is a good signal for borrower quality.  

The estimate for the sub-sample of switching borrowers is shown in panel 4 of Table 8. 

First note that the fraction of lending to switching borrowers is very low: 4% of the loans 

issued to new borrowers and 0.7% of total loans. Second, the estimated change in the default 

rate during liquidity expansions suggest that the default risk of the marginal loan to a switching 

borrower is four times that of the marginal loan to new borrowers. Both the reluctance of 

banks to lend to switching borrowers and the high default risk involved in doing so are 

consistent with the winners curse story. These results suggest that the private information 

banks have about their borrowers is still important in this environment of full credit history 

disclosure. This raises the question of whether the public signals of borrower quality available 

through the Credit Registry are relevant in the decision of banks to lend, and moreover, 

whether they are related at all with the probability of default of a firm. I address these issues 

next.  

5.5. Observable Borrower Quality and Rationing  

The interpretation of the results so far has been based on the presumption than banks ration 

borrowers according to default risk. However, borrower risk is unobservable and rationing 

must be based on observable borrower characteristics that are related to default risk. If 

borrowers are rationed according to observable borrower quality, then the average observable 

quality should drop during lending expansions. I test for this prediction by evaluating how two 

borrower characteristics available in the Public Credit Registry change during lending 

expansions. First, I look at the collateral to loan ratio of the loan. Higher collateral increases 

the contingency of the loan contract and should elicit a higher effort from the borrower, 

leading to a lower probability of default. Second, I use whether a loan recipient has any a non-

performing debt outstanding at the moment of receiving the loan as a measure of past 

repayment performance. Better past performance is a positive signal of the ability of the 

entrepreneur and the quality of the project and should also predict a lower probability of 

default.  
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Specification (5-1) is estimated using the collateral to loan ratio as the dependent variable 

and the results are shown in column 1 of Table 10. The estimate using the entire sample of 

loans (panel 1) indicates that the collateral to loan ratio fell by one percentage point due to the 

liquidity expansion and this change is significant. The fact that the marginal borrower of the 

bank has a lower collateral than the average borrower is consistent with banks rationing 

borrowers according to collateral. The result supports the hypothesis that banks lend to lower 

observable quality borrowers when liquidity expands.  

The estimates for the new and existing borrower samples (panels 2 and 3 respectively) 

suggest that the drop in collateral requirements comes entirely from lending to new 

borrowers. The collateral to loan ratio of loans to new borrowers drops by 3.4 percentage 

points during liquidity expansions. Thus, the result regarding collateral could potentially 

explain the observed patterns in the sensitivity of the default rate to liquidity. If loan 

collateralization is a good predictor of default and banks are able to expand lending to existing 

borrowers without relaxing collateral requirements, then it is to be expected that the default 

rate of existing borrowers does not react to liquidity expansions.  

I turn next to past repayment performance and estimate specification (5-1) again using as 

the dependent variable a dummy equal to one if the loan recipient has some non-performing 

debt outstanding at the moment it receives the loan. The result in column 2 of Table 10, 

which uses the sub-sample of existing borrowers, shows that the fraction of loans issued to 

borrowers with non-performing debt increased by 4.7 percentage points during liquidity 

expansions. This result is again consistent with rationing according to observable 

characteristics and indicates banks relaxed their rationing criteria of existing borrowers as well.  

Recalling the results from the previous subsection, the default rate of existing borrowers 

did not increase during lending expansions even though these borrowers are of a lower 

observable quality. This suggests banks are able to pick the best performing borrowers among 

a pool of existing borrowers of equivalent observable quality. This result supports the 

hypothesis that banks have private information about borrower quality and use it effectively to 

screen borrower risk. 

An alternative interpretation of the previous results is that past performance is not a good 

predictor of borrower quality and only collateral matters.  To test whether this is the case I 
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estimate the following linear probability model of default using past performance and 

collateral as dependent variables: 

DumDefijt = αi + αt + αs + ζ1DumPastit + ζ2Collatit +  νit (5-2)

As before, each observation represents a loan j issued by bank i at month t. The dependent 

variable is a dummy equal to one if the loan defaults within 12 (24) months. On the right hand 

side are the past default dummy and the collateral to loan amount ratio. Also a full set of bank, 

month and sector dummies are included.  The estimated parameters are shown in Table 11. 

The results show a significant relationship between both collateral and past performance with 

the probability of default of a loan. A 10 percentage point decrease in the collateral to loan 

ratio can be associated with 0.5 percentage point increase in the probability of default in the 

entire sample, a 1 percentage point increase in the new borrower sample and a 0.35 percentage 

point increase in the existing borrower sample. Also, a loan recipient that holds non-

performing debt is 54% more likely to default than one with a clean slate.  

These results corroborate the initial interpretation of the results: bank-borrower 

interactions elicit information about borrower quality that is observable only by the lender and 

is used effectively to screen default risk. 

6. Conclusions 
This paper provides evidence that banks are liquidity constrained and that these constraints 

lead to a high sensitivity of lending to changes in the financial position of the bank. The 

results also indicate that liquidity constraints hinder bank investment in potentially profitable 

loans. The paper addresses the difficulty of distinguishing changes in bank liquidity from 

changes in loan investment opportunities encountered in the previous literature by exploiting 

the exogenous variation in available finance produced by a government program in Argentina. 

The results in this paper vindicate previous findings by showing that the empirical strategy 

based on the cross sectional comparison of banks is biased against finding a substantial 

sensitivity to liquidity.  

Bank liquidity constraints will affect investment only if borrowers cannot easily substitute 

bank credit with other sources of financing. The results of this paper suggest that specialized 

lenders like banks can produce information that outperforms observable hard information as a 
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signal of borrower creditworthiness. Banks are able to distinguish the best investment 

prospects among existing borrowers that are observationally equivalent to outsiders. The 

findings also suggest collateral becomes less important in determining access to credit in the 

margin when this private information is available. I also provide evidence consistent with 

adverse selection in the bank credit market. Banks are reluctant to issue credit to borrowers 

that are switching from another lender and the default risk of the marginal loan to these 

borrowers is steeply increasing.  

The relevance of soft data collected by sophisticated lenders raises a concern regarding the 

availability of noisy public data on borrower quality. The results indicated that past mistakes 

by some borrowers may have too much weight when estimating probabilities of default based 

on raw credit history data. Unsophisticated lenders that rely on this data to assess credit risk 

may punish past mistakes too harshly and precipitate the foreclosure of perfectly viable 

borrowers. The recent literature on the effects of credit information disclosure has generally 

emphasized the advantages due to increased availability of credit (see Miller 2003 for a recent 

survey). The results of this paper suggest there is a potential downside of disclosure, a point 

that has been raised in theoretical work (Morris and Shin 2001), although not without 

controversy (Angeletos and Pavan 2004). 

Finally, the results of this paper shed some light on the nature of bank liquidity constraint 

and the potential welfare gains in loosening them. On the one hand, liquidity constraints may 

arise optimally as an incentive device to mitigate the propensity of bank owners to engage in 

risk shifting, or to keep in check the propensity empire-building managers to over-invest 

(Jensen 1986; Hart and Moore 1990; Stulz 1990; Aghion and Bolton 1992). In this scenario, 

relaxing liquidity constraints is likely to result in an inefficient increase in the risk profile of the 

bank portfolio and in lending. On the other hand, liquidity constraints may lead to under-

investment when they arise from adverse selection in the financing market (Stiglitz and Weiss 

1981; Myers 1984; Myers and Majluf 1984; Stein 1998) or are a consequence of tight capital 

requirements (Besanko and Kanatas 1996; Thakor 1996). The evidence presented in this paper 

is consistent with the second view of bank liquidity constraints.  
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8. Tables  
 

 

 

 

 

Table 1 

Allocation Formula Score Point According to the Average Size of Loan 

Average size of loan  
From ($) To ($) Points 

0 3000 100 
3000 6000 97 
6000 9000 94 
9000 12000 91 
12000 15000 88 
15000 18000 85 
18000 21000 82 
21000 24000 79 
24000 27000 76 
27000 30000 73 
30000 33000 70 
33000 36000 67 
36000 39000 64 
39000 42000 61 
42000 45000 58 
45000 48000 55 
48000 50000 52 
50000 100000 30 
100000 200000 20 
200000 ∞ 10 
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Table 2 

Bank Descriptive Statistics, by Program Participation (Thousands of $) 

 All banks Program banks Non-program banks
Assets 1,095,287 543,985 1,244,598 
 [2,396,431] [599,719] [2,667,256] 
Loans 536,344 283,790 604,744 
 [1,241,008] [332,044] [1,382,174] 
Liabilities 979,350 488,200 1,112,370 
 [2,168,293] [539,852] [2,414,047] 
Deposits 569,590 361,719 625,888 
 [1,331,549] [407,961] [1,483,052] 
Loanable funds 616,099 382,853 680,614 
 [1,348,276] [418,375] [1,503,195] 
Loans/Assets 0.500 0.500 0.485 
 [0.146] [0.109] [0.199] 
Deposits/Assets 0.515 0.626 0.485 
 [0.194] [0.124] [0.199] 
Equity/Assets 0.133 0.133 0.133 
 [0.135] [0.130] [0.137] 
ROA  0.31% 0.14% 0.35% 
 [1.22] [1.12] [1.24] 
Financial Rev./Loans (%) 13.6% 12.8% 13.9% 
 [7.2] [2.4] [8.0] 
Predicted financing 1,547.5 1,598.7 1,532.9 
 [494.9] [429.2] [513.1] 
Exp. financing/Loans 0.068 0.076 0.065 
 [0.166] [0.196] [0.159] 

Means and standard deviations (in brackets) are reported. The statistics are calculated for a universe of 122 banks 
(26 program, 96 non-program) between 1998 and 2000. Loanable funds: the sum of equity, deposits and other 
liabilities minus the reserve requirements for each type of liability (for example 20% for checking accounts and 
5% for 90 day deposits, 0% for one year deposits and so on). Program banks hold on average 10.2% of total 
assets, 11.2% of total loans and 12.1% of total deposits of the banking system.  
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Table 3 

Program Firm Loans’ Descriptive Statistics 

Variable Mean Std. Dev. Min Max Median 
Amount of loan ($) 9,438.4 4,322.2 500 26,666 10,000 
Value of collateral posted 10,527.5 9,751.9 0 350,000 10,000 
Interest rate (%) 13.74 1.302 11.5 16 13.5 
Grace period (months) 2.15 4.32 0 47 0 
Frequency of payments (months) 1.30 1.10 1 6 1 
Number of payments 33.19 13.38 0 48 36 
Duration (months) 35.60 11.72 1 48 36 

* Source: Program database, Secretaría de la Pequeña y Mediana Industria, Ministry of Economy, Government of 
Argentina. The table is based on 12,192 observations where each observation corresponds to a program loan. 
Duration is the number of months that results when multiplying the frequency of payment times the number of 
payments. 
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Table 4 

Regression of Actual and Predicted Financing Expansion Growth on Past Deposit Growth, 
Past Cash Flow and Bank/Month Fixed Effects 

 
Actual Financing 

(growth) 
Predicted Financing 

(growth) 
Predicted Financing 

(growth) 
  Program banks All banks 
 (1) (2) (3) 
DepositGrowtht-1 -0.028 0.02 0.002 
 [0.049] [0.018] [0.002] 
DepositGrowtht-2 -0.162*** -0.015 -0.001 
 [0.058] [0.011] [0.003] 
DepositGrowtht-3 -0.094 -0.021 0 
 [0.086] [0.016] [0.004] 
DepositGrowtht-4 -0.111* -0.027 -0.002 
 [0.055] [0.019] [0.003] 
CashFlowt-1 0.00078 0.00074 0.00076 
 [0.0035] [0.00071] [0.00073] 
CashFlowt-2 0.0033 0.00070 0.00055 
 [0.0035] [0.00074] [0.00040] 
CashFlowt-3 0.0058 0.00096 0.00027 
 [0.0056] [0.00098] [0.00044] 
CashFlowt-4 0.0049 0.00071 0.00019 
 [0.0071] [0.00074] [0.00044] 
    
Observations 1001 1003 5818 
R-squared 0.31 0.85 0.88 

* significant at 10%; ** significant at 5%; *** significant at 1%. Robust standard errors in brackets, clustered at 
the bank level. All specifications include a full set of bank and month dummies. 
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Table 5 

First Stage: Regression of Liquidity (Liquidity Expansion Dummy) on Predicted Credit 
Expansion Growth (Predicted Probability of Participation) and Bank/Month Fixed Effects 

  All Waves  Final Waves 

 All banks High-probability of 
participation banks

Low-probability of 
participation banks All banks 

Liquidity (1) (2) (3) (4) 
1. Dependent Variable: Liquidity   
Predicted Financing 0.033** 0.074*** 0.011 0.068*** 
Expansion Growth [0.012] [0.021] [0.040] [0.021] 
     
Observations 6,746 2,015 4,731 4,654 
R-squared 0.08 0.15 0.10 0.07 
     
2. Dependent Variable: Liquidity Expansion Dummy   
Predicted Probability    0.057*** 
of Participation    [0.011] 
     
Bank/Month/Industry FE   Yes 
Observations    750,533 
R-squared    0.59 

* significant at 10%; ** significant at 5%; *** significant at 1%. Robust standard errors in brackets, clustered at 
the bank level. Banks with a high probability of participation are banks in the top quartile of the distribution of 
predicted probability of participation. All specifications include a full set of bank and month dummies. Liquidity 
is defined as the loanable fund growth, where loanable funds are equity plus deposits plus other liabilities minus 
reserve requirements. The liquidity expansion dummy is equal to one during the three following month after a 
bank participated in a program wave. The predicted probability of participation is estimated using (4-8). 
 

 
 



 45

 

 

 

 

 

Table 6 

OLS/2SLS Estimates of the Sensitivity of Lending to Liquidity by Bank Size and 
Capitalization (Bank/Month Fixed Effects) 

 OLS 2SLS 2SLS 
Sample All waves All waves Final waves 
Loan growth (1) (2) (3) (4) (5) (6) 
Instrument: Predicted Financing Expansion    
Liquidity 0.307*** 0.481*** 0.745*** 0.745*** 0.692*** 0.627***
 [0.074] [0.170] [0.139] [0.139] [0.145] [0.147] 
Liquidity x Small     0.012  
     [0.221]  
Liquidity x LowCap      0.063 
      [0.190] 
       
# Banks 117 117 113 113 113 113 
Observations 6,671 6,436 4,654 4,654 4,654 4,654 
R-squared 0.15      

* significant at 10%; ** significant at 5%; *** significant at 1%. Robust standard errors in brackets, clustered at 
the bank level. All specifications include full set of bank/month dummies. Liquidity is loanable fund growth, 
where loanable funds are equity plus deposits plus other liabilities minus reserve requirements. Of the program 
banks in the reduced sample, 40.7% are classified as small and 25.9% as low capitalized. Of the non-program 
banks, 51.0% are classified as small and 14.9% as low capitalized. 
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Table 7 

Loan and Loan Recipient Summary Statistics, by Borrower Type 

 
All Existing 

Borrowers 

New 
Borrowers - 

All 

New 
Borrowers - 
Switching 

Number 750,526 620,325 130,201 5,488 
Loan Characteristics     

Loan amount ($) 16,691 17,722 11,776 15,602 
 [226,660] [218,790] [260,858] [326,867] 

Collateral/Loan 0.123 0.124 0.118 0.129 
 [0.301] [0.299] [0.312] [0.324] 

Loan Performance     
Default after 12 months (yes=1) 0.122 0.104 0.191 0.206 

 [0.328] [0.306] [0.393] [0.404] 
Default after 24 months (yes=1) 0.168 0.153 0.228 0.254 

 [0.374] [0.359] [0.420] [0.435] 
Borrower History     

Total bank debt  58,551  6,444 
  [601,468]  [258,200] 

Past non-performing loan (yes=1)  0.141  0.057 
  [0.348]  [0.231] 

Means and standard deviations (in brackets) are reported. Statistics are estimated from the post-1998 sub-sample. 
Each observation corresponds to a new loan issued during the sample period. Default after 12 (24) months is a 
dummy equal to one if the loan is non performing 12 (24) months after the loan is issued. Past non-performing 
loan is a dummy equal to one in the loan recipient has any non-performing debt during the 12 months previous 
to the loan issuance. A loan recipient is classified as new if it has no previous credit with the issuing bank, and 
existing otherwise.  
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Table 8 

Bank Liquidity and Loan Risk – IV Estimates of Loan Default Rate on Liquidity Expansion 
Dummy including Bank/Month/Industry Fixed Effects 

 Loan with problems after: 
 12 months 24 months 
 (1) (2) 
1. All Loans   
Liquidity expansion bank-month -0.004 -0.009 
 [0.028] [0.020] 
Observations 750,563 750,563 
   
2. Existing Borrowers   
Liquidity expansion bank-month -0.002 -0.012 
 [0.022] [0.018] 
Observations 620,325 620,325 
   
3. New Borrowers   
Liquidity expansion bank-month 0.038** 0.017 
 [0.018] [0.016] 
Observations 130,201 130,201 
   
4. New Borrowers w/history   
Liquidity expansion bank-month 0.176** 0.161** 
 [0.062] [0.067] 
Observations 5,488 5,488 

Robust standard errors in brackets, clustered at the bank level. All specifications include bank and month fixed 
effects. * significant at 10%; ** significant at 5%; *** significant at 1%. Each observation corresponds to a loan 
made by bank i to firm j at month t. The dependent variable in columns 1 and 2 (3 and 4) is a dummy equal to 
one if the loan repayment is at least six months late, the loan is defaulted or the loan recipient has filed for 
bankruptcy 12 (24) months after issued. All specifications include bank, industry and month dummies. The 
liquidity expansion dummy is instrumented with the predicted probability of participation of bank i in a wave that 
begins at month t. 
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Table 9 

Bank Liquidity and Composition of Lending: 2SLS Estimation of the Effect of Liquidity 
Expansion on Proportion of Number of Loans to Small and New Borrowers  

Fraction of Loans to Small Borrowers New Borrowers 
 (1) (3) 
Liquidity -0.011  
 [.034]  
Liquidity Expansion  -0.010 
Bank-Month  [.050] 
   
Bank/Month FE Yes Yes 
Observations 4,654 4,654 

* significant at 10%; ** significant at 5%; *** significant at 1%. Robust standard errors in brackets, clustered at 
the bank level. Each observation in the specification in column 1 is a loanj given by bank i at month t. Each 
observation in the specification of column 2 is lending by bank i at month t. Liquidity is defined as the loanable 
fund growth, where loanable funds are equity plus deposits plus other liabilities minus reserve requirements. 
Liquidity is instrumented with the predicted available finance. The liquidity expansion dummy is equal to one 
during the three following month after a bank participated in a program wave. The predicted probability of 
participation is estimated using (4-8). New borrowers are loan recipients with no previous relationship with the 
bank. Small borrowers are borrowers with less than $200,000 in sales and 20 workers. 
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Table 10 

Bank Liquidity, Collateral and Borrower Past Performance: IV Estimates of Loan Collateral to 
Debt Ratio and Default History on Liquidity Expansion Dummy including 

Bank/Month/Industry Fixed Effects 

 Collateral/Loan Bad Past Performance 
 (1) (2) 
1. All Loans   
Liquidity expansion bank-month -0.010**  
 [0.004]  
Observations 750,526  
R-squared 0.09  
   
2. New Borrowers   
Liquidity expansion bank-month -0.034*  
 [0.019]  
Observations 130,201  
R-squared 0.05  
   
3. Existing Borrowers   
Liquidity expansion bank-month 0.002 0.047* 
 [0.008] [0.025] 
Observations 620,325 620,325 
R-squared 0.14 0.07 
   
4. New Borrowers w/history   
Liquidity expansion bank-month -0.068* 0.039*** 
 [0.037] [0.013] 
Observations 5,488 5,488 
R-squared 0.20 0.02 

Robust standard errors in brackets, clustered at the bank level. All specifications include bank, industry and 
month dummies. * significant at 10%; ** significant at 5%; *** significant at 1%. Each observation corresponds 
to a loan made by bank i to firm j at month t. The dependent variable in columns 1 and 2 is the proportion of the 
value of the loan covered with collateral. The dependent variable in column 3 is a dummy equal to one if the loan 
recipient has some non-performing debt outstanding (non-performing is defined as at least six months late in 
repayment). The liquidity expansion dummy is instrumented with the predicted probability of participation of 
bank i in a wave that begins at month t. The small loans dummy is equal to one if the amount of the loan is in the 
lowest quintile of the loan amount distribution. 
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Table 11 

Collateral and Past Performance as Predictors of Default: Probit Estimation of the Probability 
of Default as a Function of the Collateral to Debt Ratio and Past Defaults including 

Bank/Month/Industry Fixed Effects 

 Probability of Default 
 OLS Probit (a) 
 (1) (2) 
1. All Loans   
Collateral/Debt -0.052*** -0.052*** 
 [0.004] [0.004] 
Observations 750,526 750,526 
R-squared (pseudo) 0.04 0.04 
   
2. New Borrowers   
Collateral/Debt -0.104*** -0.109*** 
 [0.005] [0.005] 
Observations 130,238 129,804 
R-squared (pseudo) 0.08 0.08 
   
3. Existing Borrowers   
Collateral/Debt -0.035*** -0.038*** 
 [0.004] [0.005] 
Past Default Dummy 0.544*** 0.554*** 
 [0.002] [0.003] 
Observations 620,325 617,863 
R-squared (pseudo) 0.21 0.17 
   
4. New Borrowers w/history   
Collateral/Debt -0.096*** -0.104*** 
 [0.019] [0.022] 
Past Default Dummy 0.339*** 0.367*** 
 [0.065] [0.069] 
Observations 5,488 5,488 
R-squared (pseudo) 0.08 0.07 

Robust standard errors in brackets, clustered at the firm level (222,146 clusters in the entire sample). All 
specifications include bank, industry and month dummies. * significant at 10%; ** significant at 5%; *** 
significant at 1%. Each observation corresponds to a loan made by bank i to firm j at month t. The small loans 
dummy is equal to one if the amount of the loan is in the lowest quintile of the loan amount distribution.  
(a) Marginal effects evaluated at the sample mean are reported. 
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9. Figures 
 

 

Figure 1 

Time Series Evolution of Loans and Deposits in the Banking System, monthly data from 1992 
to 2001 
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Source: Central Bank of Argentina. The vertical lines represent the start date of the final four waves of the 
program. 
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Figure 2 

Evidence on Loan Re-Labeling: Monthly Debt Evolution of the Firms that Received Program 
Loans, by Source 
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Source: own calculations using MYPES program database and CDSF credit bureau data. Based on a sample of 
2,596 firms that received program loans after January 1996. The horizontal axis measures time in months relative 
to the moment of reception of the program loan (0 is the month the program loan was received by the firm). 
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Figure 3 

Flow of Program Financing and Number of Participating Banks, by Year 
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Source: own calculations using MYPES program data. The flow of financing during a year is the sum of the 
amount of resources allocated to all the waves that began during that year. The number of banks counts a bank 
only once even if it participated in two waves during a year.  
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Figure 4 

No Financing Frictions: Profit Maximizing Choice of Loans when Subsidized Financing 
Increases 

 

Loans ($) 

( ) 1'
1
1 −

+
+ Lf
r
λ

rs 

rm 

∆s L*

 
 

Figure 5 

Financing Frictions: Profit Maximizing Choice of Loans when Subsidized Financing Increases 
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Figure 6 

Actual and Predicted Number of Bank Participations in a Wave, by Year 
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Source: Own calculations using MYPES program data and bank balance sheet data and monthly income reports. 
The predicted participation is the result of the estimation of a probit model of the probability of participation of 
bank i in wave w, on a third degree polynomial of wave size, and the point scores of each bank.  Participations in 
a wave are higher that participating banks per year (last graph) when the same bank participated in more than one 
wave during a year 
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Figure 7 

Stock of Actual Program Financing and Predicted Program Disbursement, by Month 
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Source: Own calculations using MYPES program data and bank balance sheet data and monthly income reports. 
Actual program financing is the stock of program debt outstanding. The predicted program disbursement is the 
predicted financing expansion using (4-10) times the probability of participation of each bank, summed across all 
banks.  
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Figure 8 

Top Panel: Stock of Actual Program Financing and Predicted Disbursement to Banks with 
High Probability of Participation, by month 

Bottom Panel: Ratio of High Probability to Low-Probability of Participation Bank Loanable 
Funds, by month (normalized) 
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Source: Own calculations using MYPES program data and bank balance sheet data and monthly income reports. 
Loanable Funds are the sum of Equity, Deposits, and other liabilities, minus reserve requirements. Actual 
program financing is the stock of program debt outstanding. The predicted program disbursement is the 
predicted financing expansion using (4-10) times the probability of participation of each bank, summed across all 
banks. Banks with a high probability of participation are banks in the top quartile of the distribution of predicted 
probability of participation. 
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Figure 9 

Difference in the log Average Loanable Funds and Loans of High-Probability vs. Low-
Probability of Participation Banks 
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Source: Own calculations using MYPES program data and bank balance sheet data and monthly income reports. 
Loanable Funds are the sum of Equity, Deposits, and other liabilities, minus reserve requirements. Banks with a 
high probability of participation are banks in the top quartile of the distribution of predicted probability of 
participation. 
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Figure 10 

Kernel Estimation of the Monthly Hazard Rate of Default 
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Source: Own calculations using Public Credit Bureau database from the sample of loans issued between January 
and August 1998. The vertical axis plots the weighted kernel density estimate utilizing the estimated monthly 
default hazard. The horizontal axis measures months elapsed after the loan was issued. Loan performance is 
observed until August 2001 where the sample is truncated to avoid the period of high default rates that preceded 
the December 2001 crisis in Argentina.   

 


