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1 Introduction

This paper considers a contracting problem between two boundedly rational agents. The

basic situation we model is that of two agents who can team up to form a partnership or

a new venture. The contract they write specifies in a more or less complete manner what

action-plan they agree to undertake, how future decisions are made and by whom, and how

the proceeds from the venture are to be shared.

As Oliver Hart and others have observed, ultimately to understand why contracts are

incomplete and what determines the degree of incompleteness of contracts one needs to

appeal to the contracting parties’ bounded rationality:

“In reality, a great deal of contractual incompleteness is undoubtedly linked to the inability

of parties not only to contract very carefully about the future, but also to think very carefully

about the utility consequences of their actions. It would therefore be highly desirable to relax

the assumption that parties are unboundedly rational.” [Hart, 1995, p. 81]

In our companion article (Bolton and Faure-Grimaud, 2005) we lay out a model of

bounded rationality, which forms a basic building block of the contracting problem con-

sidered here. Our proposed model only allows for a minimal departure from rationality by

introducing decision-making costs (or deliberation costs) in an otherwise fully rational frame-

work.1 Still, with this quasi-rational model of bounded rationality we are able to capture

several important facets of incomplete contracts observed in practice.

In particular we are able to formalize the notion that boundedly rational agents write

satisficing contracts rather than optimal contracts.2 That is, when each party to a deal

expects to receive a satisfactory payoff from the deal then the parties don’t waste time writing

a detailed contract and instead leave many decisions to be determined later. This is especially

1Our model builds on earlier work on decision-making with deliberation costs by Simon (1955) and
Conlisk (1980, 1988, 1996) among others and also on the literature on multiarmed bandits by Gittins and
Jones (1974), Rothschild (1974), Gittins (1979), Berry and Frystedt (1985) and Whittle (1980, 1982).

2We borrow Simon’s terminology and notion of satisficing for decision problems of boundedly rational
agents to describe a contracting problem between such agents (see Simon, 1955, Radner, 1975, and Radner
and Rothschild, 1975). Interestingly, although the idea of satisficing has been explored extensively for decision
problems it has not, as far as we know, been extended to a contracting problem. A satisficing contract is an
optimal contract when one takes into account the costs of optimizing the contractual relationship.
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the case when the parties have broadly aligned interests. More generally, boundedly rational

agents tend to choose to leave out of the contract perfectly foreseeable and describable

contingencies if they are sufficiently unlikely or distant, or if they don’t affect overall expected

payoffs very much. Also, we capture the observation that over time contracts will become

more and more detailed.

Our paper provides rationale for the use of “satisficing” contracts, that is contracts

that are incomplete in an environment where parties could have potentially written more

sophisticated contracts. This allows us to shed light on recent empirical findings in the

incomplete contract literature and also to help structure such studies by delivering some

comparative static results. For instance, we will see that an important determinant of the

degree of contractual incompleteness is how valuable the venture or deal is. Indeed, one of

our basic predictions is that the more valuable the venture is overall, and the more aligned

are the parties objectives, the more incomplete the contract is likely to be.

The major results from our analysis are, first, that control rights emerge as equilibrium

contractual clauses even though a complete contract that specifies ex ante what action to

take in every state of the world could be written by the contracting parties. The rationale

for control rights in our model, defined as the allocation to some party of the right to choose

between different actions, is that the holder of these rights benefits by having the option

to defer thinking about decisions to when these decisions arise. Second, in our model the

sharp distinction between contract negotiation and equilibrium contracts usually made in

the contract theory literature is no longer warranted. Contracts are completed over time

and negotiations about aspects that have been left out of the contract can be ongoing. In

particular, an important feature of our model is that the contracting parties may choose

to begin negotiations by writing a preliminary agreement specifying the broad outlines of

a deal and committing the parties to the deal. The parties then continue with a phase of

due diligence before finally agreeing to a detailed contract. Interestingly also, a party with

all the bargaining power may choose to leave rents on the table to the other party, so as to

meet its aspiration level and thus persuade it to sign on more quickly to a highly incomplete

contract.

We also will identify conditions under which the parties instead sign a complete, but

possibly coarse contract. A coarse contract is one where the parties do not rely on the finest

information partition available to save on cognitive costs. In such situations, contracts can

also be excessively complete.
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These intuitive predictions are generally not consistent with the first generation of incom-

plete contracting theories following Grossman and Hart (1986) and Hart and Moore (1988),

which assume that agents are fully rational, but that some states of nature or trades can-

not be written into contracts due to enforcement, verifiability or describability constraints.3

Indeed, these theories impose contractual incompleteness from outside and do not include

considerations that the parties themselves may choose to leave the contract more or less

complete.

The second generation of incomplete contracting theories, which includes the contribu-

tions of Anderlini and Felli (1994, 2002), Al Najjar, Anderlini and Felli (2002), MacLeod

(2000), Battigalli and Maggi (2002), Bajari and Tadelis (2001), and Hart and Moore (2007),

comes closer to explaining these characteristics of incomplete contracts.4 Along with several

of these studies, we take the view that a contract is incomplete when it leaves open the

choice of an action in a future contingency, and specifies instead a governance procedure for

the future choice of an action in this state of nature5. In closely related independent work,

Tirole (2007) also considers a contracting problem between two boundedly rational agents.

Contracts in his set up always specify a given action to be taken, but they are less likely

to be renegotiated (more complete) when contracting parties have incurred larger cognitive

costs. Similar themes and results emerge from his analysis, such as the endogenous incom-

pleteness of contracts and the possible outcome of excessively complete contracts. However,

the basic setup he considers is quite different. Unlike in our framework Tirole focuses on a

holdup problem, where the value of thinking comes from the possibility to solve this prob-

lem and is always the most preferred course of action of one party and the least one for

the other. In our framework, the value of thinking varies with the existence of conflicts, so

that parties might disagree over how complete and detailed contracts should be. Like us,

Tirole shows that sometimes contracts are incomplete because of the existence of some insti-

tutional arrangements, in his case relational contracting, a reverse causality argument. This
3Also, even in the presence of these enforceability constraints it may be possible for rational agents to write

complete contracts and circumvent enforcement constraints by specifying sophisticated revelation schemes
into the contract, as Maskin and Tirole (1999) have observed.

4See also the earlier theory of Dye (1985).
5A satisficing contract is contingent on all the information currently available to contracting parties, and

in that sense is always a complete contract. However, a satisficing contract is not contingent on all the
information potentially available to contracting parties, and to the extent that more information could be
acquired it is also an incomplete contract. Importantly, from the perspective of an outside observer, who
is unable to see all the information available to the contracting parties, a satisficing contract will have all
the appearance of an incomplete contract when the contracting parties choose to base the contract on less
information than is potentially available. Indeed, when they do so the contract will look like action choices
in some states of nature have been left unspecified.
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is reminiscent of our result that control rights enables incomplete contracts. Our dynamic

framework also allows us to derive predictions about how parties will actually negotiate their

deal over time, and shows how this might require the use of commonly encountered practices

such as preliminary agreements, limited period for carrying out due diligence, and a sequence

of contractual offers being made before a deal is struck.

The remainder of our paper is organized as follows. Section 2 presents our model of con-

tracting between two boundedly rational agents. Section 3 characterizes satisficing contracts

under the assumption of Non-transferable Utility. Section 4 considers satisficing contracts

under the assumption of transferable utility. Section 5 concludes with a summary and di-

rections for future research. Finally, an appendix contains the more involved proofs.

2 The Model

Two infinitely-lived agents can join forces to undertake a new venture at time t = 0. The

venture requires initial funding of Ik = I > 0 from each agent k = A,B.6 If investments are

sunk at date t ≥ 0 then at date t + 1 the venture may end up in one of two equally likely
states: θ ∈ {θ1, θ2}. When a state of nature θi is realized the two agents face a collective
decision of which of two possible actions to take: a safe action with known payoff Sk, or a

risky action with unknown payoff, Rk ∈ {Rk, R̄k}. To keep things as simple as possible we
shall allow for only two possible realizations of payoff on the risky action: either both agents

get a payoff Rk or both get a payoff R̄k, and to make the problem non-trivial we assume

that:

R̄ ≡ R̄A + R̄B > S ≡ SA + SB > R ≡ RA +RB.

Each agent starts out with some prior belief νik = Pr(Rik = R̄k) and can revise this belief

by engaging in thought-experimentation over time, as in Bolton and Faure-Grimaud (2005).

More precisely, each agent can get one draw of the payoff of the risky action per period: with

probability λk (k = A,B) the agent then finds out the true payoff associated with the risky

action and with probability (1− λk) the agent learns nothing.

As long as neither agent has found out the payoff of the risky action, either agent can

and may want to continue to engage in thought experimentation. As in the decision problem

analyzed in Bolton and Faure-Grimaud (2005), in the contracting problem explored here the

parties can choose to engage in thought experimentation before signing a contract, or after

6There is no loss of generality in assuming that Ik = I given that we are free to choose any value for the
investment returns of each party.
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signing a contract, and before the state of nature θ is realized, or even after the state of

nature is realized. Both parties discount future returns at the same discount factor δ ≤ 1.
Without loss of generality, we assume that payoffs realized at the end of the period when

thinking by either agent is successful are not discounted to the beginning of that period7.

2.1 Timing of the Game

We shall make the following timing assumptions.

1. Technological Timing

At date 0, the parties can either invest I right away or they can engage in one round of

thought experimentation. Investment can only be completed if both parties choose to invest.

If only one party invests the project cannot be started. For simplicity we assume that as

long as the project has not started investment is not sunk.

Subsequent periods are identical to date 0 until investment takes place. The only differ-

ence is that the parties may have been able to update their beliefs about the payoff of the

risky action in state θi. Once investment has been completed, either state of nature θ1 or

θ2 is realized one period later. At that point the parties either engage in more thinking, or

choose an action. Once an action has been chosen the payoffs associated with that action

are realized and the game ends.

2. Timing of the Negotiation Game

For expositional convenience we divide each period into two sub-periods: a first sub-

period when a contract (or renegotiation) offer is made and possibly accepted, and a second

sub-period as described in the technological timing above.

To keep the analysis of the negotiation game as simple as possible we shall make the

extreme assumption that at the beginning of date 0 nature randomly gives one of the two

parties (the proposer) all the bargaining power and the exclusive right to make all contract

offers. In each period until the contract is signed the proposer can choose to wait or to make

an offer of a contract to the other party (the receiver). If a contract offer is made the receiver

can either accept or reject the contract. If the offer is rejected the game moves to the next

period and starts over again. If the offer is accepted the contract is signed and the parties

move on with the venture.
7Otherwise any thinking strategy suffers from the disadvantage of delaying returns by one period even

when parties are perfectly rational (λk = 1). The same assumption is made in Bolton and Faure-Grimaud
(2005) and we keep it here for consistency with our earlier work.
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2.2 Information and Contracts

Given that parties can engage in thought experimentation they may acquire private informa-

tion about payoffs over time. As is standard in most contracting problems, we shall assume

that at date 0 there is no private information and that parties’ beliefs νik over payoffs of the

risky action are common knowledge. However, if the parties engage in thought experimen-

tation, what they learn about their payoffs is private information. Of course, each party can

disclose what it has learned to the other party. We shall distinguish between the cases of

hard information, which can be credibly disclosed, and soft information, which is pure cheap

talk.

Similarly, we distinguish between two polar contracting environments: one where the

parties’ utility is perfectly transferable (the TU case) and the other where utility is non-

transferable (the NTU case). In the TU case contracts can specify an action plan a(θ, κAt , κ
B
t , t)

and shares of profits from the venture α(θ, κAt , κ
B
t , t) for agent A (and (1− α) for agent B),

where κAt ∈ {Rk, Rk,∅} denotes the payoffs communicated by agent A (and κBt the payoffs

of agent B). In the NTU case contracts can only specify an action plan a(θ, κAt , κ
B
t , t).

2.3 Assumptions on Payoffs

For simplicity we shall assume that the two parties’ ex-ante beliefs are identical: νik = ν for

i = 1, 2 and k = A,B. We denote by ρ∗k ≡ νmax{R̄k, Sk}+(1−ν)max{Rk, Sk} each party’s
expected payoff under their preferred ex-post action choice and by ρk ≡ νR̄k+(1−ν)Rk the

expected payoff of the risky action.

When both parties engage in thought-experimentation in a given period, and share their

thoughts, they can uncover the true payoff of the risky decision in state θi in a given period

of time with probability:

1− (1− λA)(1− λB) = λA + λB − λAλB ≡ Λ

Suppose that the parties find themselves in state θi without knowing the true payoff of

the risky action. If the two parties then decide to delay any action choice and to engage in

thought-experimentation until they have discovered the true payoff they can expect to get

at most:

Λρ∗k + Λ(1− Λ)δρ∗k + Λ(1− Λ)2δ2ρ∗k + ... = bΛρ∗k
where bΛ = Λ

1−(1−Λ)δ .
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We then make the following assumptions on payoffs:

Assumption A1: ρk > Sk,

Assumption A1 guarantees that both parties prefer the risky over the safe action given

their prior beliefs (before they know the true payoff associated with the risky action). As

will become clear below, this is not an essential assumption and our analysis can be extended

straightforwardly to situations where prior beliefs are such that the parties prefer the safe

over the risky action.

3 Satisficing Contracts under Non-transferable Utility

In this section we consider the polar case of contracting in a situation where utility is not

transferable. In other words, in this setting the parties cannot make any monetary transfers.

This is obviously an unrealistic assumption. The only purpose of this assumption is to

simplify as much as possible the contracting problem and to reduce the characterization of

the equilibrium contract negotiation and final contract to a determination of the equilibrium

action-plan and allocation of control rights to the parties.

As the analysis even in this highly stylized setting is somewhat involved we simplify the

setting further by starting from a situation where the two parties already know that they

will get the same payoff in state θ1 and we denote this payoff by π ≥ 0. Thus the only

uncertainty here is what the payoff of the risky action is in state θ2. And the only potential

conflict between the two parties is about which action to take in state θ2 and when to take

it.

Thus, to recapitulate, the contract between the two parties must ultimately specify an

agreement that each is making an investment contribution of I at some point. Furthermore,

the contract either specifies a control allocation, which determines who has the right to

choose the action to be taken in state θ2, or an explicit action choice in state θ2.

We analyze the case where each party can credibly disclose what it has learned and will

examine how our findings will change when information exchange is cheap talk.

3.1 Optimal Contracting with credible information disclosure

We shall consider in turn two different types of conflict that may arise between the two

agents. The first is a disagreement on how much planning to do and on how promptly to

act in response to new events. This type of disagreement naturally arises in our setup, but

is not present in other models of incomplete contracts. The second conflict, on the other
7



hand, is more standard and concerns disagreements among the two agents on the preferred

action-plan. In general the two types of conflicts may be present simultaneously. However,

for expositional reasons we shall only analyze situations where they arise in isolation.

3.1.1 Conflicts over cautiousness

We begin our analysis with the special case where the two parties know that they have the

same ranking of payoffs in state θ2 but they are uncertain about whether the risky action

yields a higher payoff than the safe action:

Assumption A2:

R̄A > SA > RA

and

R̄B > SB > RB.

In this situation the only possible remaining conflict between the two parties is about

caution, or in other words, about how much time to spend thinking on which decision to

take in state θ2. We shall show that the equilibrium outcome of the contracting game

between the two parties under these circumstances may be for the more impatient party to

relinquish control to the more patient party, as a way of accelerating the implementation of

the project. The more patient party may agree to an earlier implementation of the project

if she has control, as control gives her the option to defer thinking even after she has signed

the contract and agreed to implement the project.

Two ‘unbounded rationality’ benchmarks We start by characterizing the optimal

contract between unboundely rational agents. We define the parties to be unboundedly

rational if: i) they begin the contracting game having already thought through all the

consequences of their actions, so that either ν = 1 or ν = 0 at date 0; or, ii) the parties are

uncertain as to the consequences of their actions, but they also are unable to reduce this

uncertainty by thinking further about the contracting problem: λk = 0, k = A,B. Both

polar cases can be interpreted as models of contracting between fully rational agents.

When either ν = 1 or ν = 0, the two parties play the contracting game by signing a

contract requiring immediate investment and specifying the full action-plan at date 1. If

ν = 1 the contract specifies the risky action in state θ2, and if ν = 0 it specifies the safe

action in state θ2. The parties’ respective payoffs are then given by:

−I + δπ

2
+

δ

2
R̄k
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when the risky action is optimal, and

−I + δπ

2
+

δ

2
Sk

when the safe action is optimal.

To see that this is an equilibrium outcome of the contracting game note that when the

proposer at date 0 offers a contract requiring immediate investment and specifying the full

action-plan, the strict best response of the receiver is to accept this contract. And since such

a contract maximizes the proposer’s payoff this is an equilibrium offer.

Finally, when λk = 0, the parties sign a contract at date 0 agreeing to invest immediately

and to take the risky action in state θ2, since ρk > Sk under assumption A1.

Importantly, under both polar cases there is no (strict) role for control rights and the

entire action-plan is fully determined in the initial contract8. This is not surprising given

that the two rational parties can write fully enforceable complete contracts9.

In contrast, as we shall show below, when boundedly rational agents can write complete,

state-contingent, fully enforceable contracts under symmetric information they may choose

to optimally specify an incomplete contract, which leaves open the choice of the decision to

implement in some states of nature and gives de facto control to one (or both) parties.

Contracting between boundedly rational agents and the role of control rights

To establish that the contract is optimally incomplete we first need to specify the payoffs

the parties can expect to get under the two possible thinking strategies that are open to

them: a) invest right away and think-on-the-spot if state θ2 arises, or b) think ahead about

the optimal decision in state θ2 before investing.

Thinking on the spot Under the first strategy the parties invest at date 0, and the

state of nature is realized one period later. If state θ1 is realized they each get a payoff of π,

and if state θ2 is realized they may start thinking about which of the safe or the risky action

to take. If both parties think in parallel about the optimal action and share their thoughts

they can expect to get each bΛρ∗k in state θ2 and, therefore, an expected ex-ante payoff of
−I + δπ

2
+

δ

2
bΛρ∗k (1)

8In our special setting, a contract giving full control to the proposer may also be an equilibrium contract.
However, this contract can never be strictly preferred to the optimal complete contract.

9As is well known, when rational agents can write complete, state-contingent, fully enforceable contracts
under symmetric information there is no role for control (see, e.g. Hart 1995, or Bolton and Dewatripont,
2005).
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under the thinking on the spot strategy.

Thinking ahead Under this second strategy the parties only agree to invest once they

have determined the optimal action in state θ2. If both parties think in parallel about the

optimal action, share their thoughts, and sign a contract agreeing to invest as soon as they

have determined the optimal course of action they each can expect to get

bΛµ−I + δπ

2
+

δρ∗k
2

¶
(2)

under this strategy.

Control rights and the option to defer thinking Having determined the payoffs

under the two thinking strategies we now turn to an analysis of the contracting game and to

the characterization of equilibrium contracts. Recall that the formal contracting game starts

with nature drawing one of the parties as the proposer. We shall take it that party A is

selected to be the proposer of a contract at date 0. AgentB then responds by either accepting

or rejecting the offer. If B accepts the offer, the continuation game is dictated by the terms

of the contract. If B rejects the contract, then each party unilaterally decides whether to

engage in one round of thought experimentation and communication before moving on to

the next period. In the next period again A makes a new offer, and so on, until an offer is

accepted by B.

The set of relevant contract offers for A in our simplified situation can be reduced to

essentially six contracts, C = {Cr, Cs, Cσ, Cα, CA, CB}, and any probability distribution over
C, where:

1. Cr requires immediate investment and immediate choice of the risky action r in state

θ2;

2. Cs requires immediate investment and immediate choice of the safe action s in state

θ2;

3. Cσ requires immediate investment, followed by thinking on the spot in state θ2 and

unanimous agreement to select an action;

4. under Cα the parties agree to first determine an optimal action in state θ2 by thinking

ahead and to invest only once they have selected (possibly randomly) a new contract

C ∈ {Cr, Cs}. We refer to this contract as a preliminary agreement ;
10



5. CA allocates all control rights to agent A. The controlling party can decide which

action to take in state θ2 at any time she wants;

6. CB is identical to CA except that it allocates all control rights to agent B.

Having laid out the formal description of the contracting game we now turn to the analysis

of the subgame perfect equilibria of this game. Observe that the difference in payoffs (1) and

(2) between the two thinking strategies only depends on the sign of the term
¡−I + δπ

2

¢
.

We begin by considering the case where assumption A3 below holds:

Assumption A3: I < δπ
2
.

Under this assumption it is straightforward to see that the two contracting parties would

not want to choose the thinking ahead strategy, as the opportunity cost in terms of delayed

investment would then be too high for both agents:

Lemma 1: Under assumption A3 the contract Cα, which involves thinking ahead, is

strictly dominated by one of the other contracts in C for both agents.
Proof: Under contract Cα each agent’s payoff is at most

bΛµ−I + δπ

2
+

δρ∗k
2

¶
,

while under at least one of the contracts Cσ, CA, CB each agent’s payoff is

−I + δπ

2
+

δ

2
bΛρ∗k.

Now under assumption A3 we have:

−I + δπ

2
+

δ

2
bΛρ∗k > bΛµ−I + δπ

2
+

δρ∗k
2

¶
or, rearranging, µ

−I + δπ

2

¶
(1− bΛ) > 0 ¥

Intuitively, when assumption A3 holds the venture is so profitable that the parties will

agree to a contract involving immediate investment so as to bring forward the time when

they realize the returns from their investment.

Although the parties may agree to invest right away under assumptionA3, and although

they share the same ranking of underlying payoffs over the safe and risky action under

assumption A2, they may still disagree about how much time to spend thinking about the

optimal action. That is, one party may be more impatient than the other and may therefore
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prefer to act more quickly following the realization of the state of nature θ2. This is the case,

for example if the following assumption also holds:

Assumption A4: bΛρ∗A < ρA and bΛρ∗B ≥ ρB.

Indeed, under this assumption A is impatient to take the risky action in state θ2 imme-

diately, while B prefers a more cautious approach and to think before acting.

When the nature of the conflict between the two parties is about how cautiously to act —

a form of conflict commonly encountered in reality — they may resolve this conflict optimally

by allocating control rights to the more cautious party, as we now show.

Proposition 1 Under assumptions A1 to A4, the proposer (agent A) is the more im-

patient party. When condition

−I + δπ

2
+

δρB
2

< bΛµ−I + δ

2
(π + ρ∗B)

¶
(3)

holds, the optimal contract is to invest immediately and to allocate control to agent B with

probability y∗ and to commit to choose the risky action in state θ2 with probability (1− y∗),

where y∗ is given by:

−I + δπ

2
+ y∗bΛµδρ∗B

2

¶
+ (1− y∗)

δρB
2
= bΛ ·−I + δπ

2
+

δρ∗B
2

¸
When the reverse condition holds, agent A optimally retains full control, invests imme-

diately and always chooses the risky action in state θ2.

Proof: See the Appendix.¥

Corollary 1: If the more patient party (agent B) is the proposer then this party optimally

retains full control.

Proposition 1 is one of the main results of this paper. It establishes first that in a world

where complete contracts are fully enforceable, boundedly rational agents optimally choose

to write incomplete contracts which allocate control rights to the parties over future decisions

left unspecified in the contract. As in other models of incomplete contracts, Proposition 1

also establishes that the way control is allocated is in part driven by the parties relative

bargaining strengths. Thus, the proposer tends to appropriate more control other things

equal. But, remarkably, Proposition 1 also establishes that an impatient proposer (who has

full bargaining power) may optimally choose to give some control rights to the other (more

patient) party, as a way of accelerating the closure of contract negotiations.

As is shown in the proof of Proposition 1, when condition (3) holds it is credible for agent

B to reject all contract offers Cr, Cs and CA and to keep thinking ahead while negotiations
12



are ongoing, until the moment when agent B has been able to determine what the best

action is in state θ2. But agent A (the proposer) would prefer to get agent B to agree to

invest right away. He can only convince agent B to sign on if agent B has the guarantee

not to be forced into a hasty decision in state θ2. Therefore he grants agent B some control

rights by offering either contracts CB or Cσ.

In other words, the impatient proposer prefers to give up some control, to prevent the

patient agent from spending too much time fine tuning the details of the deal. By giving

up control the proposer gives the more patient agent the option to fine tune details later if

needed, and thus avoids paying too high an opportunity cost in delaying investment.10

Interestingly, this transfer of control may come at the cost of an efficiency loss in the

exercise of control by the patient party. Indeed, consider what happens when the patient

party ends up in control. Party B will only take an action once she knows the payoffs of

the risky action. Of course, if she herself uncovers her true payoffs, she will stop thinking

and choose the best option. However, when party A uncovers the true payoffs first, and

they happen to favor the risky choice, there is potentially a credibility issue if A just sends a

message to B telling her to choose r : if B follows A’s recommendation at face value, A will

have an incentive to claim that B should choose r even when A is in fact uninformed. Indeed,

A is impatient and wants the risky action to be chosen even before its true payoffs have been

found. Here, the assumption that the parties can communicate hard information is important

to confer credibility to A’s message. Party B is happy to follow A’s recommendation when

the safe action is recommended, otherwise she will ask for hard evidence.

One major potential complication in solving our negotiation game is that following a

rejection of the initial contract offer, and after at least one round of thinking by both parties

the continuation game is a game of asymmetric information, as neither party knows for sure

what the other has learned. Still, under the assumption that the parties can communicate

hard information this game is relatively straightforward to solve. Indeed, as we establish in

the proof of proposition 1, a major simplification is that both parties have an incentive to

disclose immediately anything they learn to the other party in any subgame. Therefore, the

continuation game even after a deviation remains effectively a game of complete information.

While the greater impatience of the proposer (party A) can give rise to equilibrium

10In situations where the transfer of control rights may not be legally enforceable, party B can still impose
her preferred action. The optimal contract would then specify a complete action-plan ex ante. In other words,
equilibrium incomplete contracts emerge precisely when the legal environment permits the enforcement of
control rights.
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incomplete contracts (where party B gets some control rights) there may also be other

outcomes where instead the equilibrium contract is excessively complete. Indeed, we describe

a contracting situation below where party A is keen to close a deal immediately, party B

prefers to think ahead, and where equilibrium play is such that party A completely caves in

on party B’s demands and ends up writing an excessively complete contract. This situation

differs from the one we have considered in two ways:

1. assumption A3 does not hold and is replaced by Assumption AIII: I > δπ
2
, and

2. assumption A4 is strengthened to

Assumption A4+: bΛρ∗A < ρA − 2
δ

¡
I − δπ

2

¢
(1− bΛ) and bΛρ∗B ≥ ρB.

Under assumption AIII there is a lower opportunity cost in thinking ahead and delaying

investment. At the same time, under assumption A4+ party A is even keener to get the deal

completed immediately. However, although party A has the exclusive right to make contract

proposals, the bargaining power is effectively with party B, who can credibly reject all offers

until after all information on action r’s payoff has been uncovered. In this contracting

situation the most preferred outcome for party A is to invest right away and choose action r

without thinking, while the worst outcome is to invest immediately and think on the spot.

As for party B, she prefers to think ahead to any other alternative. Remarkably, as the

proposition below establishes, party B in this situation fully gets her way even though she

has no power to propose contracts.

Proposition 2: Under assumptions A1, A2, AIII and A4+ the proposer has no choice

but to follow party B’s preferred path of action, which involves agreeing on a contract and

investing only after all information regarding action r’s payoff in state θ2 has been uncovered.

When this is the case the equilibrium contract is either Cr when Rk = Rk or Cs when

Rk = Rk.

Proof: See the Appendix.¥
Interestingly, the equilibrium outcome of the contracting game may be inefficient here.

That is, the parties’ joint welfare may be lower than under A’s most preferred course of

action. The reason is that B does not internalize A’s opportunity cost of delayed investment

and A is unable to compensate B to get her to accept A’s preferred action.
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3.1.2 Conflicts over action choice

We now turn to the analysis of the second, more familiar, type of conflict where the parties

may disagree on the preferred choice of action in state θ2. More precisely, we shall consider

the situation characterized by assumption A5 below:

Assumption A5:

a. RA < SA < RA and RB > SB > RB

b. bΛρ∗k ≥ ρ
k
for k ∈ {A,B}

c. I > δπ
2

Under assumption A5.a the two parties have opposite preferences on the best course of

action in state θ2. When Rk = Rk, agent A prefers the safe action and agent B the risky

action, and when Rk = Rk, agent A wants to take the risky action, while B wants the safe

action. This is, admittedly, an extreme situation of conflicting objectives, but it captures

all the contracting issues that could arise when the parties anticipate that they may have

conflicting objectives in the future.

Although they may disagree on the best action choice, the parties may still agree on the

extent to which they want to engage in planning or thinking before acting.

Under assumption A5.b both parties prefer to think before acting in state θ2 provided

that they can implement their most preferred action once they have discovered which action

is best for them. Also when both A5.a and A5.b hold, it is not always in the interest of a

non-controlling party to always disclose what she has learned.

For example, if agent B has the right to choose the action in state θ2 then if agent

A learns that Rk = Rk or Rk = Rk she may prefer not to disclose this information to

B11. Therefore, when the parties have conflicting objectives, communication of information

between the parties will be reduced and, consequently, the value of planning itself is reduced.

This observation will lead to our second major result, which we establish below, that optimal

contracts in situations where parties have conflicting objectives are more likely to take the

form of complete but coarse contracts. In other words, optimal contracts leave no decisions

11As we explain below, the incentive to suppress information can be present before investment is sunk, as
a way of delaying a negative NPV outcome to which one of the parties is committed through a preliminary
agreement or when a decision might be chosen in absence of hard information. Otherwise, each party has
an incentive to bring forward the time when returns are realized, and therefore would not suppress any
information.
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open for the future and determine a complete, but coarse, action-plan. We define a contract

to be coarse when it prescribes the same action in state θ2 irrespectively of whether Rk = Rk

or Rk = Rk. Moreover, coarse action plans tend to prescribe compromise actions, which are

satisfactory for both parties.

Under assumptionA5.c there is no opportunity cost in thinking ahead, and the proposer

may strictly prefer to think ahead. In contrast, when I < δπ
2
both parties may prefer to invest

as soon as possible without engageing in any detailed planning. In particular, as we have

already observed in Lemma 1, when the parties have congruent objectives over action choice

then any form of ex-ante planning may be dominated for both parties.

We note here that this remains true even when the two parties have conflicting ex-post

objectives over actions. Indeed, when I < δπ
2
and assumptions A5.a and A5.b hold it is

easy to verify that the unique equilibrium contract is given by contract CA, which requires

immediate investment and gives full control to the proposer. For future reference we record

this result in the lemma below:

Lemma 3: When I < δπ
2
then under assumptionsA5.a andA5.b the unique equilibrium

contract is contract CA, which requires immediate investment and gives full control to the

proposer.

Proof: See the Appendix.¥
Under assumption A5.c contract CA may violate party B’s participation constraint. In

first generation models of incomplete contracting with limited or no transferable utility (e.g.

Aghion and Bolton, 1992), when party B’s participation constraint is violated under full

control to party A, the optimal contract takes the form of shared control (or contingent

allocation of control) to secure party B’s participation. In contrast, as we show below, in

our setting of complete contracting between boundedly rational agents, the optimal contract

securing participation of agent B may not involve any transfer of control rights to B, but

rather explicitly restricts party A’s discretion by spelling out a more detailed action-plan

in the initial contract. In some situations the optimal contract even eliminates any role for

control and specifies a complete action plan.

Contracting between boundedly rational agents and the optimality of complete

contracts We begin by characterizing a situation where one equilibrium outcome of the

contracting game is for agents A and B to think ahead and to agree on a complete, state-

contingent, resolution of their conflicts before investing in the venture. Although, the drafting
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of the complete contract may involve substantial time-costs it is still preferable for the pro-

poser to incur these ex-ante contracting costs than to hand over substantial control benefits

to the other party.

To see this, suppose that agent B’s payoff satisfies the following condition:

Assumption A6:

−I + δπ

2
+

δRB

2
≥ 0

Under this assumption, B’s eventual participation in the venture is always assured even if

party A gets to choose her preferred action in state θ2. Furthermore, assuming that the two

parties credibly disclose what they have learned, agent A strictly prefers for both parties to

think ahead under assumption A5.c than think on the spot in state θ2, since then

−I + δπ

2
+

δ

2
bΛρ∗A < bΛµ−I + δπ

2
+

δρ∗A
2

¶
.

The proposition below establishes that under these circumstances there exists an equilib-

rium of the contracting game where both agents think ahead and agent B credibly discloses

what she has learned.

Proposition 3: Under assumptions A1, A5 and A6, the unique subgame-perfect equi-

librium of the contracting game is such that:

i) the proposer delays his contract offer to the time when the parties have discovered

whether Rk = Rk or Rk = Rk;

ii) the receiver thinks ahead and credibly discloses what she has learned;

iii) once agent A has identified his preferred action in state θ2 he offers a complete state-

contingent contract to agent B, requiring immediate investment and implementation of A’s

preferred action-plan.

Proof: Suppose first that B follows a strategy of thinking ahead and of disclosing her

findings to A, until the time when she gets a contract offer from A. Then clearly, agent

A’s best response is to also think ahead and to offer his preferred complete state-contingent

contract to B as soon as A’s preferred action has been identified. If A were to deviate from

this strategy and to offer any other contract Cr, Cs, Cσ, CA, CB it is straightforward to check

that A would get a lower payoff than

VA = bΛµ−I + δπ

2
+

δρ∗A
2

¶
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under assumptions A1 and A5.

Similarly, if A follows the equilibrium strategy then B’s best response is to also think

ahead and truthfully disclose what she has learned. The reason is simply that by pursuing

this strategy B brings forward the time when investment takes place. Agent B can then

hope to get a payoff

VB = bΛµ−I + δπ

2
+

δρ−B
2

¶
,

where

ρ−B = νSB + (1− ν)RB.

Any other strategy open to B, such as withholding information, or not engaging in any

thinking, would only delay the implementation of the project and would lower B’s payoff.

Finally, under assumption A6 agent B is always (weakly) better off accepting A’s offer of

A’s preferred action plan. This establishes existence of the equilibrium.

The fact that no other equilibrium exists follows from the observation that no other

strategy profile provides a higher payoff to agent A. Indeed, A might only make another

offer if B could credibly threaten to conceal her information in some subgame. But, as we

have shown, when responding to the proposer’s delaying tactics, B cannot credibly threaten

not to think ahead, nor to hide what she has learned. Moreover, in subgames where A

chooses an action without knowing the risky action’s true payoff, agent B still truthfully

discloses her information. Indeed, if A is expected to choose the risky action, then B still

prefers to disclose immediately that Rk = Rk since otherwise B would only get the same

payoff one period later and Rk > 0. And if A is expected to choose the safe action, B would

of course prefer to immediately disclose that Rk = Rk.

Now let eΛ denote the rate at which agent A learns the risky action’s payoff. Given that B
(sometimes) truthfully discloses what she learns, we have that bλA < eΛ ≤ bΛ. This inequality
together with assumption A5.b guarantees that A never wants to choose an action in any

subgame without knowing the risky action’s true payoff, and knowing this agent B cannot

credibly hide any information. ¥
In this situation the equilibrium outcome is a complete state-contingent contract, since

to begin with the venture does not appear to be that profitable (I > δπ
2
), and since the party

with all the bargaining power is better off working out a complete plan before investing.

Moreover, the other party, while benefiting less from working out a full plan cannot credibly

threaten to walk away if the deal is not completed before a given deadline. It also cannot

credibly threaten not to think about the project while negotiations are ongoing, or not to
18



disclose what it has learned, since it also benefits from implementing the investment sooner

rather than later.

The benefits from thinking ahead for the proposer, however, would be significantly re-

duced if the receiver prefers to walk away from the deal in a worst case scenario. This would

be the case if the following condition holds for agent B’s payoffs:

Assumption A7:

−I + δπ

2
+

δRB

2
< 0 < −I + δπ

2
+

δSB
2

As we show in the next section, in this situation the proposer cannot take full advantage

of what he learns ahead of investing and therefore may strictly prefer to offer a complete

but coarse contract, requiring immediate investment and binding the contracting parties to

a compromise action in state θ2.

The optimality of preliminary agreements and complete but coarse contracts

When assumption A7 holds agent A cannot get B to agree to choose action r in state θ2

when both parties learn that the payoffs associated with that action are {RA;RB}. At that
point the best contract for agent A that meets B’s participation constraint, is to implement

the safe action in state θ2 with at least probability x∗, so that:

−I + δπ

2
+

δ (x∗SB + (1− x∗)RB)

2
= 0,

or

x∗ =
2I − δ(π +RB)

δ(SB −RB)
.

The outcome of thinking ahead may then be an agreement on a compromise action for agent

A. As a result the value of thinking ahead for A is reduced and she may then prefer to

immediately agree to the complete but coarse contract Cr with agent B, which requires

immediate investment and immediate choice of the risky action r in state θ2. Under this

contract the two agents’ expected payoffs are
³
−I + δπ

2
+ δρk

2

´
, and as long as:

−I + δπ

2
+

δρA
2

>

bΛµ−I + δπ

2
+

δ

2
(νSA + (1− ν)((1− x∗)SA + x∗RA))

¶
, (4)

and

−I + δπ

2
+

δρB
2

> bΛµ−I + δπ

2
+

δ

2
νSB

¶
(5)
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both agents prefer to immediately sign the coarse contract Cr than to think ahead and only

agree to a contract once they have determined the payoffs of the risky action in state θ2.

Although thinking ahead is then dominated, immediate agreement on the complete but

coarse contract Cr is not necessarily an equilibrium outcome of the contracting game when

conditions (4) and (5) hold. Indeed, another possible play of the contracting game, which

may dominate, is for the two agents to begin the game by signing a preliminary agreement,

continue by thinking ahead, and only commit to a complete action-plan once they have

learned the payoffs of the risky action in state θ2.

The purpose of the preliminary agreement is to secure agent B’s participation ex ante,

and thus to relax the ex-post participation constraint,

−I + δπ

2
+

δ (xSB + (1− x)RB)

2
≥ 0.

Provided the preliminary agreement is properly structured, it can then raise agent A’s value

from thinking ahead while still guaranteeing the participation of agent B. However, to be

acceptable to agent B the preliminary agreement must guarantee that B gets a sufficiently

high expected payoff in state θ2 even though agent A gets to choose the risky action more

often when it is her preferred action. The following type of preliminary agreement achieves

this outcome.

Preliminary agreement:

1. Commitment to invest: Parties are committed to invest at some point in the future

and agree on a final contract when they invest;

2. Minimum guarantee: the risky action in state θ2 must be chosen with probability α

greater than or equal to the threshold αt∗ > 0;

3. Limited negotiation phase: party A makes the final contract offer no later than some

pre-specified deadline t∗.

With this type of agreement, party A ends up offering a final contract committing to

the risky action in state θ2 when parties have learned that the payoffs are {RA, RB}. When
instead, they learn that payoffs are {RA, RB}, party A would prefer to choose the safe

decision, but the final contract must specify a minimum probability αt∗ of choosing the risky

decision in state θ2. Finally, the preliminary agreement can also specify that investment take

place before some deadline t∗. Our discussion below explains the role of such a deadline.
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This preliminary agreement, offered before parties have acquired any knowledge about

what they prefer to do in state θ2, allows the two agents to effectively trade payoffs across

states of nature and thus achieve a higher ex-ante expected payoff, as with a standard insur-

ance contract. Although they are both risk neutral there are gains from such an agreement

by letting the parties trade commitments to choosing the risky action in situations when it

is not their most preferred action. In this way the parties can make ex-post non-transferable

utilities partially tradeable ex ante.

The role of a preliminary agreement is, thus, to overcome a form of Hirshleifer effect,

where new information acquisition eliminates insurance or trading opportunities and thus

results in a decline in ex-ante utility. Here, as the parties’ information changes over time, so

does the nature of the conflicts that oppose them. Absent a preliminary agreement, party B

will be unwilling to invest when it expects to get RB in state θ2. Under the veil-of-ignorance

concerning parties’ true payoffs, they are able to find room for agreements, while once the

information is revealed they are not.

There is, however, an important incentive constraint that limits the gains from trade the

parties could obtain with such an agreement. Under the preliminary agreement, agent B

ends up making a loss in the event that returns on the risky action are {RA;RB}, for then
she gets a payoff

³
−I + δπ

2
+ δRB

2

´
< 0 under assumption A7. Therefore, agent B has a

strict incentive to try and postpone this outcome as much as possible.

Agent B can to some extent delay this negative outcome by withholding that she has

learned {RA;RB}. In that case, a best response for agent B is to pretend that he has

learned nothing. Because of agent B’s incentive to suppress bad information in this situation,

thinking ahead by the two agents collectively is slowed down and therefore less beneficial.

Interestingly, the two agents can mitigate this incentive problem by introducing a deadline

for investment, t∗. Indeed, we show in the appendix that the negotiation phase cannot exceed

some finite length of time. The reason is that as time passes and no evidence of the payoff

of the risky decision is produced it becomes more and more likely to party A that B is

withholding some information. Party A therefore becomes more convinced over time that

the best course of action for her is to choose the risky decision in state θ2. The value of

thinking further for A is then reduced and at some stopping time t∗ she will find it optimal

to decide to invest. Thus to mitigate the incentive problem of withholding bad information

the preliminary agreement could give party A the right to call an end to negotiations after

some date t∗, or equivalently, it could specify that absent hard information on r’s payoff,
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parties will have to invest by some date t∗.12

With these general observations in mind, we now turn to a more formal characterization

of situations in which either of these two contracts will be equilibrium outcomes. In addition

to assumption A7, we shall impose two other conditions on the two agents payoffs:

Assumption A8:
RA − SA

SA −RA

<
SB −RB

RB − SB
and:

Assumption A9:

a.

−I + δπ

2
+

δbΛρ−B
2

< bΛν µ−I + δπ

2
+

δSB
2

¶
b.

−I + δπ

2
+

δ

2
max{bΛρ∗A; ρA} < bΛµ−I + δπ

2
+

δ

2
(x∗ρ∗A + (1− x∗)SA)

¶
,

As we have pointed out above a preliminary agreement on commitments to possible

action choices in state θ2 creates value added by effectively letting the parties trade ex-post

non-transferable utilities. Under assumption A8 the terms of trade favor agent A and this

will affect the optimality of a preliminary agreement.

Assumption A9.a tells us that the receiver’s expected payoff,

−I + δπ

2
+

δbΛρ−B
2

,

under the contract CA
13 is lower than her expected payoff,

bΛν µ−I + δπ

2
+

δSB
2

¶
,

under the outcome of the contracting game where B rejects any contract offer until when the

parties discover the true return on the risky action, and end up agreeing on the safe action

choice when Rk = Rk, and on the risky action with probability x∗ and the safe action with

probability (1− x∗) when Rk = Rk.
14

12An interesting issue with respect to the determination of the optimal deadline is whether the parties face
a time-consistency problem. It is possible that the ex-ante optimal deadline is different from ex-post optimal
stopping time t∗, since the specifycation of an ex-ante “binding” deadline that is tighter than t∗ could assure
B’s participation at better terms (i.e. for a higher α). But note that a binding deadline is strictly less than
t∗, only if B’s expected utility is decreasing in t∗. The Appendix shows that this might be the case in some
parameter region.
13Recall that ρ−B = νSB + (1− ν)RB.
14Recall that under assumption A5 the safe action is preferred by A and is acceptable to agent B when

Rk = Rk. And when Rk = Rk agent B is only willing to agree to the venture, in the absence of a preliminary
agreement, if the safe action is chosen with a probability of at least (1− x∗).
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Similarly for the proposer, under assumption A9.b, the outcome of the contracting

game where A delays his contract offer to the time when the parties have discovered whether

Rk = Rk or Rk = Rk and end up agreeing on the above contract, is preferred to the outcome

where the parties invest right away and he gets to pick his preferred action after thinking

on the spot in state θ2. The strategy of offering Cr is also dominated under A9.b. Thus,

under assumption A9 contract CA or Cr cannot be an equilibrium outcome.

When the two agents’ payoffs satisfy these assumptions the following result obtains.

Proposition 4: Under assumptions A1, A5, A7, A8 and A9 the unique subgame-

perfect equilibrium of the contracting game is such that:

i) the proposer delays his contract offer to the time when the parties have discovered

whether Rk = Rk or Rk = Rk;

ii) the receiver thinks ahead and credibly discloses what she has learned;

iii) once agent A has identified his preferred action in state θ2 he offers the contract Cs

when Rk = Rk, and when Rk = Rk he offers the contract where action r is chosen in state

θ2 with x∗ and action s with probability (1− x∗).

Proof: See the appendix.¥

Corollary 2: When all the assumptions in Proposition 4 hold, except that

−I + δπ

2
+

δ

2
bΛρ∗A ≤ bΛµ−I + δπ

2
+

δ

2
(x∗ρ∗A + (1− x∗)SA)

¶
≤ −I + δπ

2
+

δ

2
ρA

the unique subgame-perfect equilibrium of the contracting game is such that the proposer

immediately offers contract Cr, and ; ii) the receiver immediately accepts. This contract is

also renegotiation-proof.

Proof: See the appendix.¥
This latter contract is coarse in that it makes no use of the finest partition of the states

of the world, nor does it involve any communication between the parties. As the parties

have conflicting objectives, and since B can credibly threaten to walk away from the deal if

A does not make concessions, the value of information for the contracting parties as a whole

is essentially zero. There is then little point for the proposer to try to design a finely tuned

contract. On the contrary, agreement is easier to obtain on a coarse proposal.

Under assumption A8, this coarse contract is also renegotiation-proof: Party A’s value

of information is reduced as he has to commit to choose the action that B prefers with
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sufficiently high probability to get B to accept to renegotiate. The value of information

to A is then so low that he prefers to just carry on with the existing deal rather than

thinking on the spot and renegotiate the contract. In a way, coarse contracts implement the

opposite outcome to contracts granting control rights to one of the parties: while contracts

with control rights implement deferred thinking, coarse contracts are a commitment to no

thinking. The cost of the coarse contract for party A is that it will lead to some occasional

mistakes, such as the choice of the risky action when he does not like it. This is, however,

preferable to a more sophisticated contracting process that would involve some compromise

with party B.

In contrast, when assumption A8 is replaced by assumption A10 below, the terms of

trade favor agent A so that an incomplete preliminary agreement signed at date 0, and fol-

lowed by a subsequent complete contract becomes the equilibrium outcome of the contracting

game.

Assumption A10:
RA − SA

SA −RA

>
SB −RB

RB − SB

Proposition 5: Under assumptions A1, A5, A7, A9 and A10, and provided that³bΛ− bλA´ is small enough, the unique subgame-perfect equilibrium of the contracting game

is such that:

i) agent A offers a preliminary agreement to agent B with the following terms: a)

the parties commit to invest at the latest by some finite deadline t∗, and at the earliest once

they have discovered whether Rk = Rk or Rk = Rk; b) if they discover that Rk = Rk then

action r is chosen in state θ2; c) if they discover that Rk = Rk then action s is chosen with

probability αt∗ and action r with probability (1−αt∗) in state θ2, where αt∗ solves agent B’s

participation constraint at date 0;

ii) agent B responds by accepting the preliminary agreement, then thinks ahead until

either of the two parties has discovered the value of Rk;

iii) if agent B is the first to discover Rk she discloses truthfully to agent A when Rk = Rk,

and when Rk = Rk she best-responds by withholding her findings;

iv) agent A also best-responds by thinking ahead and if the true payoffs are not discovered

by date t∗ then investment takes place and action r is implemented in state θ2.
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Proof: See the appendix.¥
We refer to the equilibrium contract in Proposition 5 as a preliminary agreement, since

the contract is signed before any of the parties has done any thinking (or due diligence)

and since the contract spells out a commitment to a contingent action-plan which depends

on the outcome of the due diligence. In this respect the contract has the appearance of

preliminary agreements in merger and acquisition transactions. However, in many other

respects this contract is very different from the simple two or three-page letter of intent

that is commonly signed at the early stages of an acquisition transaction. In particular, the

preliminary agreement defined above is a complete state-contingent contract.

To see intuitively why Proposition 5 obtains, note that under assumption A9 agent A

would be worse off proposing an incomplete contract at date 0 where he has full control,

which would give him an expected payoff of only

−I + δπ

2
+

δbΛρ∗A
2

.

Similarly, proposing a complete but coarse contract that implements the risky decision r in

state θ2 would only give him an expected payoff of

−I + δπ

2
+

δρA
2

,

which is even lower, as bΛρ∗A > ρA by assumption A5. Under the preliminary agreement,

however, he would get an expected payoff:

V pr
A = νbΛ ·α∗pµ−I + δπ

2
+

δSA
2

¶
+
¡
1− α∗p

¢µ−I + δπ

2
+

δRA

2

¶¸

+(1− ν)bλA ·−I + δπ

2
+

δRA

2

¸
+WA(t

∗)

where,

WA(t
∗) = δt

∗ ×"
ν(1− Λ)t

∗
"µ
−I + δπ

2
+

δRA

2

¶
− bΛÃ−I + δπ

2
+

δα∗pSA + (1− α∗p)RA

2

!#

+ (1− ν) (1− λA)
t∗
·
−I + δπ

2
+

δRA

2
− bλAµ−I + δπ

2
+

δRA

2

¶¸¸
.

The value of α∗p is determined by party B’s participation constraint (given in the Appendix).

The term WA(t
∗) represents the added value of the deadline t∗ for the proposer. Without
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the deadline, the proposer’s payoff would be given by only the first two terms in V pr
A . In that

case agent B only reveals her thinking with probability ν. The last term in WA(t
∗) may be

positive and increasing in t∗ so that party A may be better off with a deadline.

The preliminary agreement is the proposer’s preferred choice, when V pr
A exceeds what

party A would get by postponing all negotiation to the time where the payoffs of the risky

action r have been uncovered. In that case he would get the payoff:

bΛµ−I + δπ

2
+

δ

2
(x∗ρ∗A + (1− x∗)SA)

¶
.

This payoff is smaller than V pr
A when λA is close to Λ. As Λ = λA + λB − λAλB, this is the

case when λB is small. Intuitively, the drawback of the preliminary contract is that party B

sometimes hides what she learns, while she does not in the absence of a preliminiray agree-

ment. This is all the more costly when party B’s thinking is more essential for uncovering

the true payoffs. Similarly, a preliminary agreement is less attractive when ν is small; that

is, when it is more likely that party B will want to hide what she has learned.

3.2 Optimal Contracting under cheap talk

When the parties’ communication is cheap talk the aggregate value of thinking before acting

is generally reduced, as the parties can no longer be trusted to reveal the results of their

thinking truthfully. As a result, the equilibrium play of the contracting game will change

towards earlier investment and coarser contracts than under credible disclosure.

One important implication of this partial breakdown in communication is that the true

payoff of the risky action is only verifiable when the risky decision is taken. As a result,

contracts granting control rights to one (or both) parties can now strictly dominate complete

contingent contracts. When information can be credibly disclosed, on the other hand, a

contract granting control rights is at best weakly optimal, as such a contract can always be

replicated by a complete contract contingent on the information disclosed15.

3.2.1 Conflict over cautiousness

More specifically, when the two parties have a conflict over cautiousness then the more

patient party can no longer rely on what the impatient party is saying, as the impatient

party always strictly prefers to claim to have found that the risky action is optimal rather

15In particular, preliminary agreements take the form of an incomplete contract when information is not
fully verifiable.
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than concede that he has not learned anything. Only communication that the payoff of the

risky action is low (Rk =Rk) is then credible.

The partial breakdown in communication under cheap talk only affects some of the results

derived in the previous section. In particular, Lemma 1 continues to hold unchanged. As

for Proposition 1 and the Corollary, analogous results obtain under cheap talk with albeit

slightly stronger assumptions. If we change assumption A4 to assumption A4b below then

we obtain an analogous Proposition 1b.

Under assumption A4b the cautious agent (agent B) is less likely to obtain control. A

stronger assumption is required due to the partial breakdown in communication. There are

two opposing effects of reduced communication. On the one hand, the cautious agent’s threat

to reject all offers until she has determined the payoff of the risky action is less credible. The

reason is that collective learning about the payoff is slowed down under cheap talk, as agent

A (the more impatient agent) communications are not always credible. With slower learning

the value of thinking ahead is reduced and therefore agent B is keener to accept a reasonable

offer from agent A. On the other hand, the value of control for agent B is also reduced

under cheap talk, for the same reason. Thus, although agent B is more likely to accept a

contract without any control rights, when she requires control rights to sign on she requires

more control rights than under credible information disclosure.

When agent B has the right to choose the action in state θ2 she learns the true payoff of

the risky action in any given period with only probability

ξB = λB + (1− ν)(1− λB)λA.

Agent A, in contrast, learns the true payoff with the higher probability Λ > ξB. This

difference in probabilities reflects the agents’ different incentives to truthfully reveal what

they have learned.

Although at any one time communication that Rk = Rk by agent A is not credible, agent

B puts more weight on this information following multiple repetitions of this information by

agent A. In other words, agent A is able to eventually persuade agent B, following enough

repetitions of the message that Rk = Rk. The reason is that after a while it is less and less

likely that agent A has not learned anything and is simply pretending to have found the

payoff Rk = Rk. And when agent A has been able to identify the true payoff he prefers to

truthfully reveal it. Thus, after t∗ periods agent B’s posterior belief that the risky action is

best is sufficiently close to one, for agent B to prefer to immediately invest and settle on the

risky action.
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More formally, when agent B is in control, she prefers to think on the spot before acting

if and only if:

νRB

£
λB
£
1 + (1− λB)δ + (1− λB)

2δ2 + ...+ (1− λB)
t∗−1δt

∗−1¤+ δt
∗
(1− λB)

t∗¤+
(1− ν)

¡
SBΛ

£
1 + (1− Λ)δ + (1− Λ)2δ2 + ...+ (1− Λ)t

∗−1δt
∗−1¤+ δt

∗
(1− Λ)t

∗
RB

¢ ≥ ρB.

Let

Λk ≡ [bλk ¡1− (1− λk)
t∗δt

∗¢− δt
∗
(1− λk)

t∗]

and

ΓB ≡ νRB

µ
ΛT − ΛB

1− (1− Λ)t∗δt
∗

¶
,

then, this condition can be written more compactly as follows16:

bΛρ∗B − ΓB ≥ ρB

As for agent A, he prefers to act immediately rather than think on the spot if and only if

bΛρ∗A − ΓA < ρA,

where ΓA is defined in the same way as ΓB.

Under the assumption A4b below, then we obtain an analog to Proposition 1 (and to

its Corollary):

Assumption A4b: bΛρ∗A − ΓA < ρA and bΛρ∗B − ΓB ≥ ρB.

Proposition 1b Under assumptions A1, A2, A3 and A4b Agent A strictly prefers to

allocate some control to agent B when the following condition holds:

−I + δπ

2
+

δρB
2

< bΛµ−I + δ

2
(π + ρ∗B)

¶
− ν

µ
−I + δ

2

¡
π +RB

¢¶µ ΛT − ΛB

1− (1− Λ)t∗δt
∗

¶
(6)

When the reverse condition holds, agent A optimally retains full control.

3.2.2 Conflict over actions

When the two parties have a conflict over action choice (assumption A5 holds) there can

be no credible communication at all via cheap talk, as each party always strictly prefers to

claim that its preferred action is the best choice. As a result the two agents may duplicate

their cognitive efforts. In this situation again analogous results to Propositions 3, 4 and 5

can be obtained under again stronger assumptions to account for the slower speed of effective

16It is easy to verify that ΛT > ΛB.
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learning. But, equilibrium contracts are generally more likely to be coarse. In particular, it

is straightforward to establish the following lemma:

Lemma 4: When the equilibrium contract under verifiable information is a coarse con-

tract, then it is also the equilibrium contract when information is not verifiable.

There is no learning involved before taking an action under a coarse contract and therefore

the parties’ payoffs are unaffected by whether the information disclosed is verifiable or not.

At the same time, their payoffs in any play of the contracting game that involves some

thinking are weakly higher when information is verifiable than when it is not. Therefore, if

the coarse contract provides the highest payoffs when information is verifiable, then a fortiori

it provides the highest payoff when it is not.

Finally, another difference with the situation where information is verifiable is that nego-

tiations may last forever under non-verifiable information even when the receiver (party A)

has been able to uncover the true payoff of the risky action. Indeed, the repeated disclosure

of the same information by party A now cannot persuade the receiver in any way that the

sender’s information is reliable. The reason is that the receiver now cannot infer anything

from the repeated disclosure of the same information, about the payoff the sender is likely

to have observed. Given that the receiver’s beliefs do not change following repeated commu-

nication rounds, the receiver will not want to stop after some finite deadline. This, in turn,

reduces the value of a preliminary agreement.

4 Satisficing Contracts under transferable utility

Consider now the contracting problem where utility is fully transferable through (state-

contingent) monetary payments. When the contracting parties can transfer utility by making

side-payments, a preliminary agreement is likely to have even greater benefits and to corre-

spond much more closely to the letters of intent typically observed in practice. Indeed, by

first specifying the broad terms of the deal, the preliminary agreement now has the impor-

tant purpose of aligning the contracting parties’ objectives in the venture. Once the parties

have aligned objectives they will agree on the extent of due diligence they wish to undertake

and will more readily accept to invest without working out a complete future action-plan.

Lemma 5 (The Congruence Principle): it is weakly optimal for the contracting parties

to begin by signing a preliminary agreement which establishes how the parties will share the

profits from the venture.

Once the parties have agreed on how they will share the surplus from the venture they
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have aligned objectives in determining how far ahead they want to plan, what they would like

to specify in the contract ahead of investment, and what decisions they would like to leave

open until when they arise. In other words, after the preliminary agreement the two parties

act as a team and the optimal contracting problem reduces to a problem of determining the

team’s optimal plan of action. Communication is therefore no longer a problem and there is

no longer any difference between the cases of soft and hard information. Any actions that

the contracting parties determine by thinking ahead will be specified in the contract and any

decisions to be determined when they arise will be taken jointly by the two parties.

Obviously, since the parties have perfectly aligned objectives there is no need to actually

specify anything in a contract beyond the preliminary agreement. Note, however, that under

even a very small risk of an unforeseen change in one of the parties’ preferences that might

result in a conflict ex-post, the parties would strictly prefer to explicitly spell out what

future action choices they have agreed to in a contract. For the same reason the parties

would strictly prefer to specify a governance structure that defines the process by which

future decisions are taken.

With only one state of nature (θ2) where some thinking is needed, the contracting problem

with transferable utility collapses to a simple decision of the type studied in Bolton and Faure-

Grimaud (2005). With more than one problem to solve (e.g. in state θ1 too parties must

choose between two actions), and with more than one thinking party, the team problem is of

independent interest as it raises a number of organisational design questions. For instance

one might wonder who should think about what problem? Or, whether the team is more

efficient having both parties thinking through the same problem at the same time, or rather

opting for some form of parallel thinking? We refer the reader for answers to some of those

questions to our companion paper, Bolton and Faure-Grimaud (2007).

To summarize, when utility is perfectly transferrable the parties begin the contracting

process by signing a preliminary agreement which perfectly aligns their objectives. They then

proceed to contract negotiations which end with a more or less complete contract depending

on the perceived value of the venture. If the venture is perceived to be very valuable the

parties don’t waste much time in specifying a complete contingent contract and instead leave

many decisions to be determined later. On the other hand, if the venture is not perceived

to be very profitable they will spend more time thinking through the details of the venture

and will write a more complete contract.
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5 Conclusion

The model we have considered is extremely simple, involving only a sequence of two deci-

sions and only two states of nature. The main advantage of this set-up is that it is rela-

tively tractable to characterize equilibrium satisficing contracts. But the drawback is that

it oversimplifies most contracting situations in reality and it oversimplifies the analysis of

boundedly rational agents that are confronted with these contracting problems. [TO BE

COMPLETED]
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APPENDIX

Proof of Proposition 1: We first establish a series of preliminary results that simplify

the argument.

Lemma 2: Under assumptions A2 to A4, it is always a weakly dominant strategy for

a party to reveal what she has learned to the other party.

Proof: This observation follows immediately from the facts that: i) once the information

is shared parties have fully congruent objectives under the stated assumptions; and ii) not

revealing what a party has learned can only delay the time at which payoffs are received and

cannot result in higher payoffs. As each party gets strictly positive payoffs (under assumption

A3) it follows that immediate truthful disclosure of what a party learns is a weakly dominant

strategy.¥
Claim 1: Let URFI

min be the lowest payoff that the receiver can guarantee herself in any sub-

game under complete information. Then, either the proposer implements her most preferred

contract or the receiver gets exactly URFI
min .

Proof: Observe first that URFI
min = 0 in the absence of a pre-existing contractual agree-

ment. Suppose now that the claim is not true and that there exists an SPNE where under

full information, the receiver gets some payoff bU > URFI
min , and the proposer is not offering

his most preferred plan of action. For this to be true, it must be that the receiver rejects

any offer that gives her less than bU . But, given that the proposer is not making his most
preferred offer, it must then be the case that the receiver is just indifferent between accept-

ing and rejecting the offer giving her bU . Otherwise, the receiver could offer a lottery that
would put some weight ε on his most preferred contract and (1 − ε) on the offer currently

providing bU to the receiver. Therefore it must be that along the equilibrium path in such

an equilibrium, at any date t, bUt = δbUt+1. Iteration of this argument requires bUt+τ to go to

infinity as τ goes to infinity, which is impossible.¥
Claim 2: Denote by URFI the unique subgame perfect equilibrium payoff that the receiver

obtains in any subgame under complete information. Then, in any subgame where the payoffs

of the risky action are unknown, either the proposer offers her most preferred contract, or

the receiver gets UR
min = bΛURFI .

Proof: Suppose again this is not true. As in the proof of Claim 1, it then follows that

the receiver must be indifferent at any date t between accepting or rejecting the offer that

gives the receiver some utility level eUR
t > UR

min. In particular, it then must be the case thateUR
t = ΛURFI + (1− Λ)δ eUR

t+1.
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And, if eUR
t = eUR

t+1, then eUR
t = Λ

1−(1−Λ)δU
RFI = bΛURFI , a contradiction. Alternatively,

iterating the same the argument, we would find that

eUR
t+τ =

eUR
t

(1− Λ)τδτ
− bΛURFI 1− (1− Λ)τδτ

(1− Λ)τδτ

which, when eUR
t > UR

min requires eUR
t+τ to go to infinity when τ goes to infinity. Again, this

leads to a contradiction.¥
We now make use of these observations to establish Proposition 1.

Note first that under assumptions A2 and A4 party B’s minimum guaranteed payoff is

UB
min = bΛ·−I + δπ

2
+

δρ∗B
2

¸
.

If condition (3) in proposition 1 does not hold, so that

I +
δπ

2
+

δρB
2
≥ bΛµ−I + δ

2
(π + ρ∗B)

¶
,

then the proposer’s most preferred contract— Cr —gives a higher expected payoff to B than

UB
min. Therefore B’s best response is to accept this offer.

Now suppose that condition (3) holds. Then, from claim 1, the receiver gets exactly UB
min

in equilibrium.

To complete the proof of proposition 1 it remains to show that the stochastic contract

offer that gives A the highest possible payoff while guaranteeing UB
min to B, takes the form

described in the proposition, namely that both parties agree to invest immediately, party B

gets control with probability y∗ and the risky action is chosen in state θ2 with probability

(1− y∗).

There are several types of stochastic contracts that can implement UB
min. A first contract

is to give full control to party B (draw contract CB) with probability y and to take the

risky action in state θ2 with probability (1−y).17 An alternative offer is to give B control in

every period with some probability z and to take the risky action in state θ2 with probability

(1− z). As we show below these two contracts are in fact equivalent. To see this, note that

under the latter contract party k expects to receive:

(1− z)ρk + zΛρ∗k+

z(1− Λ)δ [z(1− Λ)δ [(1− z)ρk + zΛρ∗k + z(1− Λ)δ[...]] =

17An equivalent contract is to draw contract Cα with probability y and to take the risky action in state
θ2 with probability (1− y).
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zΛ

1− z(1− Λ)δ
ρ∗k +

1− z

1− z(1− Λ)δ
ρk.

Now setting y = zΛ

Λ(1−z(1−Λ)δ) this reduces to y
bΛρ∗k + (1− y) ρk. (Note also that there is no

loss of generality in considering only stationary strategies zt = z for all t).

We now characterise the highest payoff available to A under the constraint that B gets

UB
min. Agent A’s control variables are the probability x of engaging in thinking ahead before

investing and the probability y of engaging in thinking on the spot in state θ2 before chosing

an action. Therefore agent A is looking for the solution to the constrained maximization

program:

MPA ≡ max
x,y

xbΛ ·−I + δπ

2
+

δρ∗A
2

¸
+(1− x)

·
−I + δπ

2
+ ybΛµδρ∗A

2

¶
+ (1− y)

δρA
2

¸
subject to: bΛ ·−I + δπ

2
+

δρ∗B
2

¸
≤

xbΛ ·−I + δπ

2
+

δρ∗B
2

¸
+ (1− x)

·
−I + δπ

2
+ ybΛµδρ∗B

2

¶
+ (1− y)

δρB
2

¸
.

Other contracts that involve for instance choosing the safe action before learning whether

it is optimal or, choosing the sub-optimal action once parties have learned which action is

best are dominated for both parties and cannot therefore maximize A’s payoff under the

constraint that B obtains at least UB
min.

Forming the Lagrangian, and taking its partial derivatives with respect to x and y we

obtain that:

∂L

∂x
(1− x) = (1− y)

∂L

∂y
− (1− x)(1 + ϑ)(1− bΛ)(−I + δπ

2
)

where ∂L
∂x
(resp. ∂L

∂y
) is the partial derivative of the Lagrange function with respect to x (resp.

y) and ϑ is the Lagrange multiplier of the constraint.

From the last inequality it is apparent that the solution to this program is x∗ = 0 and

y∗ ∈ (0, 1) if and only if:

−I + δπ

2
+ bΛµδρ∗B

2

¶
> bΛ ·−I + δπ

2
+

δρ∗B
2

¸
,

which is true under assumptions A2 to A4. This establishes that the most efficient way for

A to deviate from his preferred course of action is to invest right away, to choose the risky
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action in state θ2 with probability (1 − y∗) and to think on the spot with probability y∗.

This action-plan is implemented by offering party B control with probability y∗, as party B

would then want to think on the spot in state θ2. Finally, the exact value of y∗ is given by:

−I + δπ

2
+ y∗bΛµδρ∗B

2

¶
+ (1− y∗)

δρB
2
=

bΛ ·−I + δπ

2
+

δρ∗B
2

¸
To summarize, the following strategies support this subgame-perfect equilibrium:

- Equilibrium strategy for A : at date 0, offer a stochastic contract committing

to immediate investment and that implements Cr with probability 1 − y∗ and CB with

probability y∗. If the contract is accepted, invest at date 0 and if state θ2 is realized and

A has control, implement decision r. If B has control, think and credibly reveal any new

information to B.

If the offer is rejected, think and again credibly reveal any new information to B. If

A uncovers the optimal decision in state θ2 reveal it to B and offer the first-best optimal

complete contract to B (either Cr or Cs depending on whether A uncovers that r or s is

optimal). Similarly, if B reveals the optimal decision in state θ2 offer the first-best complete

contract to B.

If A learns nothing during that second sub-period of period 0 (from his own thinking

or from B) repeat at date 1 the same strategy as at date 0 and continue doing so until

investment takes place.18

- Equilibrium strategy for B : at date 0, accept all contract offers with immediate

investment that take support in C\{Cs}, provided that those offers put a weight of at least
y∗ on the choice of CB. In state θ2, when B has control think on the spot and implement

the optimal decision. Following a rejection at date 0, think in the second sub-period of

date 0 and reveal any information to A. Then accept all first-best complete contract offers.

Similarly, if A reveals that decision s (resp. r) is optimal in state θ2, accept all first-best

complete contract offers. If neither party learns anything, repeat at date 1 the same strategy

as at date 0 and continue doing so until a contract is accepted.¥

Proof of Corollary 1: immediate from previous results and noticing that now neces-

sarily under A2 to A4,

−I + δπ

2
+

δbΛρ∗A
2

> bΛ ·−I + δπ

2
+

δρ∗A
2

¸
= UA

min.

18Note that nothing is changed if party A offers initially CA instead of Cr, or Cα instead of CB.
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Therefore, the proposer B must obtain her most preferred path of action, i.e. CB.

Remark: if the optimal path of actions followed in the SPNE is uniquely pinned down,

this is not so for the contractual offers. From A’s perspective, Cr and CA are equivalent.

From B’s perspective Cσ and CB are also equivalent. This last equivalence, however, will

cease to be true in the case of soft information.

Proof of Proposition 2: As above party B can guarantee herself UB by following the

simple strategy of not accepting a contract before the payoffs of action r are uncovered.

Based on the previous arguments, and the fact that Assumption A+
4 implies that no other

path of action can provide B with a higher payoff than UB, the only possibility for A is

to make a contractual offer only after the payoffs have been uncovered. More precisely, the

following strategies form a SPNE:

- Equilibrium strategy for B : at date 0, think. If B’s thinking uncovers the optimal

decision to take in state θ2, credibly reveal it to A, and offer in the newly granted sub-period

Cr (resp. Cs) if B’s thinking uncovers that decision r is optimal (resp. s). If B’s thinking

is unsuccessful during that second sub-period of period 0, but A’s is and A reveals what

decision is optimal, again offer either Cr or Cs according to what A reveals.

If thinking by either party is unsuccessful, repeat at date 1 the same strategy as at date

0 and continue doing so until investment takes place.

- Equilibrium strategy for A : at date 0, accept do not accept any contractual offer. Think

in the second sub-period of date 0. Reveal any information uncovered by A’s thinking and

accept Cr (resp. Cs) if A finds out that decision r (resp. s) is optimal in state θ2. If B

credibly reveals that decision r (resp. s) is optimal in state θ2, accept Cr (resp. Cs). If

thinking by either partner is unsuccessful, repeat at date 1 the same strategy as at date 0

and continue doing so until investment takes place.

Proof of Lemma 3: Consider an equilibrium where A never takes an action before

some hard evidence has been uncovered. To be subgame perfect, the best response of B

must specify that B reveals what she has learned at any date: concealing information can

only delay the time at which A makes a decision but cannot change that decision. When

I < δπ
2
, all payoffs to B are strictly positive and delaying those is dominated. If B reveals

what she learns, A’s most preferred course of action is to keep control in state θ2 and indeed

to think before acting as bΛρ∗A > ρA. Finally B is better off accepting a contract CA than

rejecting it as again this can only result in her getting:
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bΛ ·−I + δπ

2
+

δ

2
ρ−B

¸
less than −I + δπ

2
+ δ

2
bΛρ. It is straightforward to identify the equilibrium strategies as in the

previous proof that support this SPNE.

Notice that there could be multiple equilibria in the situation examined in Lemma 3. To

see this, suppose that A believes that B will never reveal that Rk = Rk. This will reduce

the speed of learning from B’s point of view to νbλA + (1− ν)bΛ. It could be now that, even
under A5.b,

ρA >
³
νbλA + (1− ν)bΛ´ ρ∗A

and that therefore the best response of A is indeed to offer Cr right away. As thinking is not

called for, B is playing a best response on the equilibrium path. Moreover in any sugame

out of the equilibrium path where B expects A to choose the risky decision at the next date,

B’s strategy of hiding Rk = Rk is also subgame perfect.

It is possible however to specify sufficient conditions to guarantee unicity. For instance

under:

A11 :

½
δRB < SB
δSB < RB

whatever B thinks about A’s next course of action (as induced by A’s beliefs about B’s

information out of the equilibrium path), she is better off revealing the truth immediately.

Indeed, B is never hurt by revealing Rk = Rk as even if A chooses then her least preferred

option, the safe decision, the first inequality implies that she is better off revealing her

information. The second inequality rules out the possibility for B to hide her knowledge

under the belief that this will be conducive to A choosing the safe decision instead of the

risky one.

Proof of Proposition 4:

As a preliminary step, we characterize the policy that gives the highest payoff to A under

a strategy of thinking ahead, while guaranteeing some minimum level of utility to B, say V ∗B.

Formally, we are looking for α (respectively β), the probability to choose decision r when

finding out that r returns {RA, RB} (respectively {RA, RB}) as solutions to:

MPA = max
α,β

bΛ ·−I + δπ

2
+
¡
ν
¡
αRA + (1− α)SA

¢
+ (1− ν) (βRA + (1− β)SA)

¢¸
subject to :
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bΛ ·−I + δπ

2
+ ν

¡
αRB + (1− α)SB

¢
+ (1− ν) (βRB + (1− β)SB)

¸
≥ V ∗B

Agent A would prefer α = 0 and β = 1: indeed choosing α > 0 involves a merginal cost of

(SA−RA) and a marginal return of (RA−SA). Similarly, choosing β < 1 involves a marginal

cost (RA − SA) and a marginal return of (SA −RA). It is therefore best to have β = 1 and

α = 0 when
SB −RB

RA − SA
>

RB − SB

SA −RA

,

which is Assumption A8. Also notice that the solution to the above program when V ∗B =bΛν ¡−I + δπ
2
+ δSB

2

¢
is α = 0 and 1− β = x∗.

Under assumption A9, a pair of strategies where the parties do not sign a contract prior

to finding the true payoff of the risky action, if part of an equilibrium, gives more to A

than what could be obtained under a preliminary agreement which stipulates some α > 0.

Moreover, such a pair of strategies gives both A and B a higher expected payoff than an

offer of a coarse contract that stipulates Cr. Finally A’s payoff also exceeds what he could

get when thinking on the spot.

In light of these observations equilibrium strategies that support a SPNE as described in

Proposition 4 are:

• For A : Do not make any offer until the true payoff of the risky action is uncovered.

Always disclose what A learns. Once the true payoffs are known, either offer Cs upon

learning that r returns {RA, RB}, or a stochastic contract that puts a weight x∗ on Cs

and (1− x∗) on Cr upon learning that r returns {RA, RB}.

• For B : Always accept CB. Always disclose what she learns. At t = 0, accept any offer

that provides at least bΛν ¡−I + δπ
2
+ δSB

2

¢
, reject otherwise. At t > 0, in any subgame

where the true payoff of the risky action has not been uncovered, reject any offer that

puts a weight less than x∗ on Cs. At t > 0, accept any offer upon learning that r

returns {RA, RB}. Upon learning that r returns {RA, RB} accept any offer that puts
a weight of at least x∗ on Cs, reject otherwise.

Remark: an offer at t when parties do not know the true payoff of the risky action is an

out-of-equilibrium move. We assume that B’s beliefs are then that the risky action returns

{RA, RB}.¥
Proof of Corollary 2: under the conditions spelled out in the Corollary, A’s best reply

to B’s equilibrium strategy is to offer at t = 0 to invest immediately and to choose Cr. This
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is immediately accepted by B as

−I + δπ

2
+

δρB
2

> bΛν µ−I + δπ

2
+

δSB
2

¶
At any other date, B will reject such an offer so A is better off offering it at t = 0. The

equilibrium strategy for A spelled out in the proof of Proposition 4, amended to include a

first offer of Cr at t = 0, together with B’s equilibrium strategy constitute a SPNE.

Along the equilibrium path, there is scope for renegotiation: after an initial offer of Cr

and investment at t = 0, when parties find themselves in state θ2, they know that none of

them is informed. Party A could then make a new offer, guaranteeing ρB to party B but

opening the possibility for A to think on the spot. We now establish that such a move would

not be profitable for A. Indeed, to be acceptable to B, A needs to offer to choose r when

finding out that r returns {RA, RB} (resp. {RA, RB}) with probability α (resp. β) so that:
bΛ ¡ν ¡αRB + (1− α)SB

¢
+ (1− ν) (βRB + (1− β)SB)

¢ ≥ ρB

and under Assumption A8, the best way to do so is first to reduce β and keep α = 0. And

if the condition is not satisfied when β = α = 0, also increase α. If α = 0 and β ∈ (0, 1) the
left hand side of the above condition is less than bΛSB which is strictly less than ρB. When

α > 0 and β = 0, then A gets less than bΛSA, which again is strictly less than ρA. In other

words, there is no renegotiation offer that makes both parties better off. We have assumed

that if renegotiation takes place parties will always truthfully disclose, a best case scenario.

This completes the proof.

Proof of Proposition 5:

When Assumption A8 is not satisfied, the solution to MPA as defined in the proof

of Proposition 4 involves setting α > 0 and maintain β = 1. This is only possible in the

presence of a binding preliminary agreement, since when the true payoff of the risky action

is known to be {RA, RB}, party A would rather offer Cs.

Consider a strategy for B such that:

• At t = 0 : accept any offer to invest immediately, provided that it gives B at least

νbΛ ·−I + δπ

2
+

δSB
2

¸
Once in state θ2, always truthfully disclose. If an offer is made at t = 0 that does not

involve immediate investment, accept only the following preliminary contract: invest-

ment will take place when either A discloses the payoff of the risky action, or some
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deadline t∗ is reached. If the true payoff is {RA, RB} then implement s in state θ2 with
probability α∗p and r with probability (1 − α∗p). If the true payoff is {RA, RB}, then
implement r in state θ2. Agent B discloses {RA, RB} when she finds this to be the
true payoff, and witholds what she learns otherwise. The probability α∗p is given by:

V pr
B = νbΛ ·−I + δπ

2
+

δSB
2

¸
where,

V pr
B = νbΛ ·α∗pµ−I + δπ

2
+

δSB
2

¶
+
¡
1− α∗p

¢µ−I + δπ

2
+

δRB

2

¶¸

+(1− ν)bλA ·−I + δπ

2
+

δRB

2

¸
+WB(t

∗)

where

WB(t
∗) = δt

∗ ×"
ν(1− Λ)t

∗
"µ
−I + δπ

2
+

δRB

2

¶
− bΛÃ−I + δπ

2
+

δα∗pSB + (1− α∗p)RB

2

!#

+ (1− ν) (1− λA)
t∗
·
−I + δπ

2
+

δRB

2
− bλAµ−I + δπ

2
+

δRB

2

¶¸¸
.

• At t > 0 : if no contract has been accepted at date t = 0, and if the true payoff

of the risky action is not known, always accept CRB, and stochastic contracts that

implement Cr with probability x ≤ x∗ and Cs with probability 1 − x. If an offer is

made that is accompanied with disclosure that the true payoff is {RA, RB}, then B

accepts CRB, and stochastic contracts that implement Cr with probability x ≤ x∗ and

Cs with probability 1−x. If an offer is made that is accompanied with disclosure that

the true payoff is {RA, RB}, accept all offers. In addition, B always truthfully reveals

what she learns. The value of x∗ is given by:

−I + δπ

2
+

δx∗RB + (1− x∗)SB
2

= 0.

Consider now the following strategy for agent A:

• At any date t ≥ 0, always truthfully reveal what he learns,
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• At t = 0 offer a preliminary agreement that stipulates that investment will take place
when either the true payoff of the risky action is known, or some deadline represented

by a date t∗ is reached. The preliminary contract stipulates that if evidence is shown

by either agent that r’s payoff is {RA, RB}, then implement s with probability α∗p and
r with probability (1− α∗p). If evidence is produced that r’s payoff is {RA, RB}, then
implement r.

• If no contract has been accepted at date t = 0, then at any date t > 0, do not make

any offer until the true payoff of the risky action is uncovered. Once the true payoffs

are known, either offer Cs upon learning that r returns {RA, RB}, or a stochastic
contract that puts a weight of x∗ on Cs and (1−x∗) on Cr upon learning that r returns

{RA, RB}.

In addition, assume that if no contract has been accepted at t = 0 (an out-of-equilibrium

outcome), and if A does not learn the true payoff A’s beliefs are that B knows that r returns

{RA, RB}.
These two strategies form a SPNE as:

- Party B cannot credibly reject the preliminary offer since

V pr
B = νbΛ ·−I + δπ

2
+

δSB
2

¸
is the best payoff that B can expect if she rejects the preliminary offer, given A’s strategy.

The preliminary offer maximizes A’s expected payoff. Out of the equilibrium path, the two

strategies are best responses, from previous arguments and our assumption about out-of-

equilibrium beliefs.

We now show that the best preliminary offer for A necessarily includes a possibility to

end negotiations at some date t∗ when no evidence of r’s payoff has been produced. Denote

by bν(t) the updated probability at date t that A puts on the possibility that action r returns
{RA, RB}.Given thatB conceals her knowledge only when she finds that r returns {RA, RB},
we have

1− bν(t) = (1− ν)

ν(1− λB)t + 1− ν

and this tends to one when t goes to infinity. Suppose that contrary to what we claim, there

is no such finite date t∗ at which even in absence of hard evidence of r’s payoff, A continues
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to think ahead. This would mean that his payoff is:

bν(t)bΛÃ−I + δπ

2
+

δα∗pSA + (1− α∗p)RA

2

!
+

(1− bν(t)) bλAµ−I + δπ

2
+

δRA

2

¶
while under immediate investment he gets:

−I + δπ

2
+

δ

2

£bν(t)RA + (1− bν(t))RA

¤
and so for t large enough the first payoff tends to bλA ³−I + δπ

2
+ δRA

2

´
strictly less than the

limit of the second, −I + δπ
2
+ δRA

2
.

As a result, party A’s expected utility is:

V pr
A = νbΛ ·α∗pµ−I + δπ

2
+

δSA
2

¶
+
¡
1− α∗p

¢µ−I + δπ

2
+

δRA

2

¶¸

+(1− ν)bλA ·−I + δπ

2
+

δRA

2

¸
+WA(t

∗)

For simplicity, rewrite

WA(t
∗) = δt

∗ ×h
ν(1− Λ)t

∗
wA + (1− ν) (1− λA)

t∗ wA

i
where

wA =

µ
−I + δπ

2
+

δRA

2

¶
− bΛÃ−I + δπ

2
+

δα∗pSA + (1− α∗p)RA

2

!

and

wA =

·
−I + δπ

2
+

δRA

2

¸
(1− bλA) > 0

If wA > 0 then WA(t
∗) > 0. We establish that WA(t

∗) must be positive even when

wA < 0. The fact that wA < 0, and that (1− Λ) < (1− λA) imply that WA(t) is decreasing
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in t∗ for t∗ large enough. Indeed:

WA(t+ 1)

WA(t)
= δ

ν(1− Λ)t+1wA + (1− ν) (1− λA)
t+1wA

ν(1− Λ)twA + (1− ν) (1− λA)
twA

= δ

(1− λA)
t+1

·
ν
³
1−Λ
1−λA

´t+1
wA + (1− ν)wA

¸
(1− λA)

t

·
ν
³
1−Λ
1−λA

´t
wA + (1− ν)wA

¸

= δ (1− λA)
ν
³
1−Λ
1−λA

´t+1
wA + (1− ν)wA

ν
³
1−Λ
1−λA

´t
wA + (1− ν)wA

We have WA(t+1)
WA(t)

≤ 1 if and only if:

δ (1− λA)

"
ν

µ
1− Λ

1− λA

¶t+1

wA + (1− ν)wA

#
≤ ν

µ
1− Λ

1− λA

¶t

wA + (1− ν)wA

or

0 ≤ ν

µ
1− Λ

1− λA

¶t

wA

·
1− δ (1− λA)

µ
1− Λ

1− λA

¶¸
+(1− ν)wA [1− δ (1− λA)]

which is true for t large enough. Moreover, either the last inequality is true everywhere or

WA(t
∗) is first increasing and then decreasing in t∗. Notice that when t∗ goes to infinity,

WA(t
∗) goes to zero. Therefore WA(t

∗) is always positive. Moreover when bλA is close to bΛ,
V pr
A tends to:

V pr
A = νbΛ ·α∗pµ−I + δπ

2
+

δSA
2

¶
+
¡
1− α∗p

¢µ−I + δπ

2
+

δRA

2

¶¸

+(1− ν)bΛ ·−I + δπ

2
+

δRA

2

¸
+WA(t

∗)

and exceeds bΛ ¡−I + δπ
2
+ δ

2
(x∗ρ∗A + (1− x∗)SA)

¢
under assumption A8.
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