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Abstract

This paper is a study of bounded memory in a game. We show that the optimal use of a

�nite memory may induce inertia and infrequent updating on a player�s behavior, sometimes

for strategic reasons. The setting is a repeated cheap-talk game with incomplete information

on the sender�s type. The receiver has only a �xed number of memory states available. He

knows that he is forgetful and his strategy is to choose an action rule, which is a map from each

memory state to the set of actions, and a transition rule from state to state. Unlike in most

models of bounded memory, we view memory as a conscious process: in equilibrium strategies

must be consistent with beliefs. First, we show that the equilibrium transition rule will be

monotonic. Second, we show that when memory constraints are severe, the player�s transition

rule will involve randomization before he reaches the extreme states. In a game, randomization

has two interpretations: it is used as a memory-saving device and as a screening device (to test

the opponent before updating).
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1 Introduction

An implicit assumption in most economic models is that people have a perfect memory and up-

date their beliefs using Bayes�rule. In models of long-term relationships, players condition their

strategies on the entire history of the game, irrespective of how long and complicated that history

may be. Yet most people forget things. They categorize. They often ignore information and up-

date infrequently. This paper studies a model of bounded memory that captures these memory

imperfections.

In our model, the bounded memory player has only a �xed number of memory states available.

He knows the information in the current period, but he is forgetful between periods. All he knows

about the history of the game is his current memory state. He is aware of his memory constraints

and chooses the best strategy to deal with them. He chooses both an action rule, which is a map

from each memory state to the set of actions, and a transition rule from state to state.

In this paper we focus on reputation games. These are games in which one player is learning

about his opponent�s type. We characterize the equilibrium memory rule in a reputation game

and show the implications on the agent�s behavior. We show that the transition rule must satisfy

an intuitive weak monotonicity property; loosely speaking, good news leads the bounded-memory

player to move to a memory state associated with a weakly higher reputation. But we also show

that when memory constraints are severe, the player will use randomization in his updating rule,

which may induce �inertia� in his behavior and infrequent updating. Thus, unresponsiveness to

new information is, in fact, optimal for the player when his memory is small.

A key innovation in this paper is that we view both action choice and memory constraints as

a conscious process. At all points in the game, the player is aware of his memory constraints and

consciously optimizes given what he knows. Thus, the player is subject to sequential rationality

constraints. The action he chooses at each memory state and the transition rule from each state

must be optimal given his beliefs at that state and taking as given the strategy - both action and

transition rules - at all his states. The reason the player takes his own strategy at all states as

given when deciding on an action or on which state to move is that if he deviates today, he will not

remember it tomorrow.

Conscious memory distinguishes our model from the standard �nite automata in the literature.

Like ours, the standard automaton has a �xed set of states, a transition rule and an action rule.

But standard automata can be committed to a strategy ex ante, and hence does not face sequential

rationality constraints. It is as if the standard automaton unconsciously follows the pre-scribed
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action and transition rules chosen at the start of the game. The idea of sequential rationality

in bounded memory was introduced by Piccione and Rubinstein (1997) and Wilson (2003), but

these authors studied single-person decision problems. Here we study games, where the inability

to commit matters.1

The setting of this paper is a repeated cheap-talk game with incomplete information. It is based

on Sobel�s (1985) credible advice model, where a policy maker is uncertain about his adviser�s

preferences. On every period the adviser, or sender, knows the true state of the world and reports

it to the policy maker, the receiver. However, the sender need not report truthfully; his reporting

strategy will depend on his preferences. The sender is either a commitment type, someone who

always tells the truth, or a strategic type, someone with opposite preferences to those of the receiver.

Once the receiver observes the report from the sender, he takes an action and the payo¤s are

realized. Payo¤s depend only on the state of the world in the current period and on the action

taken by the receiver. At the end of the period, the state of the world is veri�ed, and the receiver

knows whether the sender has lied to him or not. The receiver then updates his beliefs (Bayesian

updating in Sobel�s model) concerning the sender�s type. Thus, the receiver acts based on the

report of his adviser at the same time that he is learning about his opponent�s type. In our model,

the receiver has bounded memory; instead of updating using Bayes� rule, he adheres to broadly

de�ned categories. For example, if the receiver had only three memory states, he might categorize

the sender as �a friend�, �an enemy�, or �still unclear�.

We show in propositions 2 and 3 necessary conditions for equilibria. In particular, we show

that the updating rule must be weakly increasing as long as the receiver obtains truthful reports

from the sender. This implies that the receiver�s belief that the sender is committed to the truth is

stochastically higher after a truthful report. Moreover, because a false report leaves no uncertainty

in the mind of the receiver, he moves to his �lowest�memory state after this signal. We show that,

even when the bounded player has very few memory states and hence can not keep track of large

amounts of information, in his �lowest�state his belief on the sender being honest is zero, and in

his �highest� state the belief is one. Surprisingly, this result holds even for the minimal case of

only two memory states, or one-bit memory. This is shown in proposition 2.

Propositions 4 and 5 show that if the prior on the sender�s type is higher than a particular

threshold, the receiver will use deterministic transition rules. If this condition is not met, then the

1Rubinstein (1986) and Kalai and Neme (1992) also study automata models with a perfection requirement. The
solution concept used in this paper is substantially di¤erent, though, since it requires consistent beliefs, as will be
discussed later.
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equilibrium transition rule will require randomization. Informally, this means that when the receiver

does not have enough memory to keep track of the truthful reports, he will use randomization to

overcome the memory problem and test the sender before updating.

The role of random transition rules in the optimal �nite memory has been studied in single

person decision problems. Hellman and Cover (1970) studied the two-hypothesis testing problem

with a �nite automaton (with ex-ante commitment to the strategy). A decision maker has to make

a decision after a very long sequence of signals. However, the decision maker cannot recall all the

sequence and has, instead, to choose the best way to store information given his �nite set of memory

states. A key result of the paper is that, for a discrete signal case, the transition rule is random

in the extreme states. The authors concluded that, perhaps counter intuitively, the decision maker

uses randomization as a memory-saving device.

The bene�ts of random transition rules for a decision-maker were also shown by Kalai and Solan

(2003). They showed that randomization is necessary in a single person decision problem when the

decision maker is restricted to automata. Their paper also showed the advantages of randomization

in the transition rule versus randomization in the choice of action, a subject also discussed in this

paper.

Wilson (2003) studied a problem similar to Hellman and Cover (1970). In her model the decision

maker was subject to sequential rationality constraints. The optimal memory rule obtained is

similar to Hellman and Cover�s and includes randomization in the extreme states. Moreover, she

showed that modeling human memory as an optimal �nite automaton can explain several biases

in information processing described in the literature (see Rabin (1998) for a survey on behavioral

biases).

Our results suggest that in an incomplete information game randomization in the transition

rule is needed as a memory-saving device in much the same way as in Hellman and Cover (1970

and 1971), Kalai and Solan (2003) and Wilson (2003). However, unlike these single player models,

this paper shows that in games there is an additional strategic role for randomization. In the

incomplete information game, randomization is used as a screening device: to test the opponent

and give incentives for the opponent�s type to be revealed early in the game.

In Monte (2006) we consider an extension of the model studied here. In that paper the com-

mitment type of sender plays all actions with positive probability. With full memory, types are

revealed asymptotically. However, if the uninformed player has bounded memory, we show that

reputation will be sustained in any Markovian equilibrium. I.e., types are never fully separated.
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This �nding contrasts with recent results on reputation games where the strategic e¤ects of rep-

utation eventually washes o¤, as in Benabou and Laroque (1992), Jackson and Kalai (1999) and

Cripps et al (2004).

A player with bounded memory can hold only a �nite number of beliefs in equilibrium. In

Monte (2006) the commitment type plays a mixed strategy and the actions do not reveal as much

information as it does in the present paper. Thus, the beliefs that the bounded memory player

holds in equilibrium cannot be too far apart, or else the incentive compatibility constraints wouldn�t

be satis�ed: there would not be an incentive to move from one state to another regardless of the

action observed. This imposes a maximum di¤erence between the lowest and the highest beliefs.

Thus, we can calculate a bound on learning, which is given by the extreme beliefs. In the present

paper, on the other hand, the beliefs can be far apart since one of the actions is fully revealing and

thus, induces a substantive change on the bounded memory player�s belief.

The study of the implications of an imperfect memory has taken two di¤erent modeling strategies

in the literature. One approach is to make explicit assumptions about the memory process, while

assuming that the agent is not aware of these limitations. This memory process could be, for

example, bounded recall, where the agent is able to recall only the information of the last k

periods.2 Or, it could be based on memory decay, such as studied by Mullainathan (2002) and

Sara�dis (2007). There are also the papers by Mullainathan (2001) and Fryer and Jackson (2003),

where agents are restricted to hold a �nite set of posteriors. In these papers the updating rule

(categorization) is given exogenously; it is not part of the player�s strategy.

The second approach in modeling memory restrictions is to assume constraints on the agent�s

memory, but such that he is fully aware of these limitations. The agent then decides on the optimal

strategy given this constraint. The memory rule itself becomes part of the player�s strategy.

This second approach includes the automata models, such as Hellman and Cover (1970). These

models have also been studied to capture bounded rationality in implementing a strategy. For some

of the early papers modeling economic agents as automata, see Neyman (1985), Rubinstein (1986)

and Kalai and Stanford (1988).

The bounded memory model with sequential rationality constraints suggests that there is an

alternative interpretation for the player, modeling him as a collection of agents.3 These agents

act with the same interests and do not communicate with each other except through the use of a

2There are several papers on multi-player games with bounded recall, for example, Kalai and Stanford (1988),
Lehrer (1988) and, more recently, Huck and Sarin (2004).

3Modeling a player as an organization of multiple selves was done earlier by Stroz (1956) and Isbell (1957).
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�nite set of messages (the memory states). Thus, this model is in many ways similar to dynastic

repeated games as in Laguno¤ and Matsui (2004) and Anderlini et al (2006). Each generation does

not remember the past, but receives a message (from a �nite set) from the previous generation.

The current generation�s memory about the game must be contained in the message received. In

this sense, it is also similar to modeling a player as a team.4

This paper is organized as follows. Section 2 consists of the description of the model and the

de�nitions of memory, strategies, as well as the equilibrium concept. The case of two memory

states is shown in section 3. Section 4 gives the main result of the paper: the characterization of

the memory rule and the condition for the receiver to have deterministic transition rules, given a

memory with n states. We show the example of 3 memory states in section 5. In section 6 we

present a discussion of the incentive compatibility concept and a comparison with an automaton

model. Section 7 concludes the paper. Most of the proofs are in the appendix.

2 Model

The setting of our study, a model based on Sobel (1985), is a repeated cheap-talk game in which the

receiver has incomplete information on the sender�s type. Before the �rst stage game, Nature draws

one of two possible types for the sender, about which the receiver is uninformed. With probability

� the sender is a behavioral type committed to a pure strategy: he always tells the truth (truth

and lie will be de�ned below). This behavioral type will be denoted B. With probability (1� �)

the sender is a �strategic type�S, with utility opposite to the receiver�s.5

The timing of every stage game is the following. Nature draws a state of the world in every

period, !t 2 
 = f0; 1g ; each happening with probability 1
2 . The sender observes !t and sends a

message mt 2 f0; 1g to the receiver. This message has no direct in�uence on the player�s payo¤s.

We will say that the sender tells the truth when mt = !t: Otherwise, he lies.

The receiver observes the message and takes an action at in the interval [0; 1]. After he takes

the action, the payo¤s are realized and the states are veri�ed. At this point, the receiver can tell

whether the sender has lied to him. Based on this information, the receiver updates his belief on

the sender�s type.

The game is repeated, but after every period there is an exogenous stopping probability �. This

variable is capturing an exogenous probability that the relationship will end. We will focus on the

case where this probability � is very small so that the players expect the game to go on for a very

4See Radner (1962) for a model of decisions with teams.
5Sobel (1985) calls the honest type the �Friend�and the strategic type, the �Enemy�.
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long horizon. The players discount their repeated game payo¤ using this stopping probability and

also using a discount factor � � 1.

The receiver maximizes his goal when he takes an action that matches the state of the world.

He is worse o¤ when his action is �far�from the true state. The particular functional form of utility

considered in this paper is a quadratic loss function. Thus, the stage game payo¤ of the receiver

is: uR = � (at � !t)2. The strategic sender has preferences completely opposite to those of the

receiver, uS = (at � !t)2 :

Under full memory, the trade-o¤ for the strategic sender is between building reputation or

revealing himself. He might want to mimic the behavioral type and build reputation for the

following stage game. Or, he might want to lie and reveal himself. Once he lies, he plays a

zero-sum game with the receiver, and the unique equilibrium of this subgame is babbling, which

means that the receiver ignores the sender�s message when taking an action. We will later see that

this trade-o¤ is still present in the game with a bounded memory receiver.

Memory and Strategies A history in this game is de�ned as Nature�s choice of the actual

type, the sequence of action pro�les, states of the world, Nature�s choice about the repeated game

ending or continuing, and the memory states of the receiver. The set of histories in the game

is denoted by H. The sender, who is unconstrained, will condition his strategy on the observed

history of the game.

Since the names of the states are irrelevant, we will de�ne the action space for the sender to be

fT;Lg where T is a �truth�and L is a �lie�. We de�ne the strategic sender�s strategy as:

q : H ! � fT;Lg :

With slight abuse of notation, we will refer to q (h) as the probability of telling the truth given the

history h.

To simplify the analysis, we assume that at every period of the game the sender knows the

receiver�s current memory state. This assumption will leave out the sender�s inference problem.

We discuss this assumption further in section 4.2. We focus on equilibria in which the probability

that the sender will tell the truth or lie will vary only across states, but not across time. Thus, we

look only at equilibria with Markovian strategies.

The memory of the receiver is de�ned as a �nite set of states M = f1; 2; :::; ng. A typical

element ofM is denoted by si or sj ; or simply i or j:

At the start of each period, the receiver must decide on an action based on his current memory

state, which is all the information that he has about the history of the game. We can write his
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action rule as:

a :M! [0; 1] ; (1)

interpreted as the probability (at the current memory state) that the receiver will follow the sender�s

advice.

At the end of each period, the receiver must decide which memory state to move to next based

on his current memory state and whether that period�s message was true or false. Allowing for the

possibility of randomization, we can write the transition rule as a map

' :M�fT;Lg ! �(M) : (2)

We denote '
T
(i; j) as the probability of moving from state i to state j given that the sender told

the truth. This transition rule will determine how the receiver updates beliefs.

One way to think of this is that the bounded memory player�s knowledge about the history of

the game is summarized by an n�valued statistic si, which is updated according to the map '.

Finally, it is also part of the receiver�s strategy to decide, before the �rst stage game, his initial

distribution over the memory states '0 2 �(M) :

The strategy for the receiver is the pair ('; a) and we denote the strategy pro�le by � = ('; a; q).

Beliefs As described, we view memory as a conscious process. Players know that they are

forgetful. At every memory state they will hold a distribution of beliefs over the set of histories.

Given a strategy pro�le � = ('; a; q) ; the memory states form a partition of the possible histories

H, so we can write h element of si for a history that would result in the receiver being at state si.

Let � (hjsi; �) denote the belief of the receiver in state si and given the strategy pro�le � that the

correct history is h. As usual, at any information set the beliefs about all histories must sum up

to one X
h2si

� (hjsi; �) = 1:

We need to de�ne how the bounded memory player forms these beliefs.6 Following Piccione

and Rubinstein (1997), we assume that the beliefs correspond to �relative frequencies�as follows.

Let f (hj�) be the probability that a particular play of the game passes through the history h

given the strategy pro�le �. For each history h and memory state si, let the receiver�s belief be

given by the relative frequency as de�ned below.

6Since the player is not forgetful within the period, but only across periods, we only have to de�ne how he computes
beliefs at the beginning of a stage game. At the end of the stage the player updates his beliefs using Bayes�rule.
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De�nition 1 (Consistency)

A strategy pro�le � is consistent with the beliefs � if, for every memory state si and for every

history h 2 si; we have that the beliefs are computed as follows:

� (hjsi; �) =
f (hj�)X

h02si

f (h0j�)
: (3)

Notice that denominator in expression (3) can be greater than one. The underlying reason for

this is that the receiver only keeps track of the time (the period of the game) insofar as his transition

rule allows. Thus, for example, depending on the transition rule, a t-period history and its parent

t � 1-period sub-history could place the receiver in the same memory state. This contrasts with

what would be the receiver�s information sets in the standard game without bounded memory. In

the extreme case of one memory state, all histories must be in the same state and the denominator

in (3) would be 1
� , where recall that � is the exogenous stopping probability. Even in this case,

however, the exogenous stopping probability ensures that beliefs are well de�ned; the bounded

memory player will have well de�ned priors over the time periods.

Let HB be the set of histories where the actual type is B. Similarly, HS is the set of histories

for which the actual type is S; hence, HB [HS = H. At the beginning of a stage game, given some

memory state si, the prior belief that the opponent is a behavioral type is denoted by:

�i � Pr (Bjsi; �) =
X

h2si\HB

� (hjsi; �) : (4)

At the beginning of every stage game, we denote �i � Pr (T jsi; �) as the probability that the

sender will tell the truth in that stage game, given the current memory state si. Since the sender

is using a Markovian strategy, we can write the probability of truth as:

�i = �i + (1� �i) qi: (5)

After observing whether the signal was true or false, the receiver updates his belief concerning

the probability that the sender is a behavioral type. We denote this posterior after a truth as

pBi � Pr (BjT; si). These beliefs are computed using (4) and (5).

pBi =
�i
�i
: (6)
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After a lie, the posterior on the sender being a behavioral type is zero, for a behavioral type

always tells the truth.

In a game with full memory, the player�s posterior in the end of a stage game is also his prior

in the next stage game. This is not true in general for games with bounded memory players. In

any stage game, the player does not necessarily know which was the previous stage game; or the

belief he held in the last period. Upon reaching a memory state si, the receiver will hold a belief

about his opponent given by (4), regardless of the actual history. Since all his knowledge about the

history of the game is given by the statistic si, the belief he holds in si must depend only on this

information.

Imperfect Recall and Incentive Compatibility7 In our concept of optimality, we use the

notion of incentive compatibility as described by Piccione and Rubinstein (1997)8 and Wilson

(2003). The assumption that we make is that at every information set the player holds beliefs

induced by the strategy pro�le �. If there is a deviation in the play of the game, the agent will not

remember it, and his future beliefs will still be the ones induced by the strategy �. Thus, a player

might decide to deviate at a particular time, but he cannot trigger a sequence of deviations.

We say that a pair (�; �) is incentive compatible when it satis�es two conditions: one for the

sender and another for the receiver.

First, the strategy of the strategic sender is a best response for him given the strategy of the

bounded memory player ('; a). Since the sender is unconstrained and conditions his strategy on

the entire history of the game, the incentive compatibility condition for the sender is the usual best

response.

Second, the strategy of the bounded memory player is a best response for him at every point

in time, taking as given the strategy for the sender and his own strategy at all memory states.

The strategy ('; a) is incentive compatible if at any information set si; there are no incentives to

deviate given the beliefs at si and taking the strategy � �xed. Again, the reason for taking his own

strategy as given when deciding on which action to take or what state to move is that a deviation is

not remembered in future periods and the beliefs in the following periods will given by the strategy

� = ('; a; q).

Given a strategy pro�le �, every memory state will have an associated expected continuation

7Absentmindedness as de�ned in Piccione and Rubinstein (1997) is a special case of imperfect recall. In this paper
the bounded memory player is in fact absentminded. The issues of games with absentminded players discussed in
this section applies more generally to games with imperfect recall as well.

8They refer to this condition as �modi�ed multiself consistency�.
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payo¤ conditional on the actual type of the sender. The expected continuation payo¤ for the

receiver at memory state i; given that the sender is a behavioral type, is denoted by vBi . This

expected continuation payo¤ is the stage game payo¤ and the continuation payo¤ induced by the

strategy pro�le. Formally, the expected continuation payo¤ vBi can be written as:

vBi = � (1� �i)
2 + (1� �) �

X
j2M

'T (i; j) v
B
j : (7)

The �rst term on the right of (7) is the payo¤ of the receiver in the stage game. This payo¤ is

given by the equilibrium action ai and given the strategy of the behavioral type of sender, which

is to tell the truth with probability 1. The second term is the expected continuation payo¤ of

the continuation game. This depends on the transition rule and on the associated continuation

payo¤s of all states reached with positive probability given the transition rule '. The expected

continuation payo¤ for the receiver given a strategic sender is denoted by vSi : Under the Markovian

assumption, we can write this expected payo¤ as:

vSi = �qi (1� �i)
2 � (1� qi)�2i + (1� �) �

0@qi X
j2M

'T (i; j) v
S
j + (1� qi)

X
j2M

'L (i; j) v
S
j

1A : (8)

When deciding on an action to take, and on which state to move, the bounded memory player

makes his decisions based on the expected continuation payo¤s associated with his decisions. Thus,

in the context of this game, the incentive compatibility constraint can be written as two separate

conditions: one condition for the transition rule and another one for the action rule.

The condition for incentive compatibility on the action rule of the receiver requires that he takes

the myopic best action at all stage games. For suppose not: at some state i the speci�ed action is

di¤erent then the myopic best one. If the receiver deviates to the best current action and he will

not remember it in the following period. Since histories are private, the sender will only punish the

receiver for this deviation if this punishment was pro�table even in the case of no deviations. This

implies that it must not be pro�table, and thus, the receiver should deviate and play the myopic

best one.

The incentive compatibility condition for the transition rule requires that the receiver moves to

the memory state that gives him the highest expected payo¤ given his beliefs. Thus, if his transition

rule assigns positive probability to move from state i to state j after a truth, for example, then

given his beliefs at state i, it must be optimal for him to do so. We state the de�nition of incentive

compatibility in the receiver�s transition rule.
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De�nition 2 (Incentive Compatibility: Transition Rule)

If a strategy � = ('; a; q) is incentive compatible, then the transition rule ' satis�es the following

condition. For any states i; j; and j0 2M:

'T (i; j) > 0) pBi v
B
j +

�
1� pBi

�
vSj � pBi vBj0 +

�
1� pBi

�
vSj0 ;

'L (i; j) > 0) vSj � vSj0 :

We can interpret the bounded player as a collection of di¤erent selves; each self acting at a

di¤erent point. Under this multi-self interpretation, we say that a strategy is incentive compatible

if one self cannot gain by deviating from his equilibrium strategy, given the beliefs induced by this

strategy and assuming that all other selves are playing the equilibrium strategy. The assumption

in this de�nition is that the interim player can remember the equilibrium strategy, but cannot

remember deviations during the game.

For a further discussion of imperfect recall, time consistency and incentive compatibility, see

Aumann et al (1997), Gilboa (1997) and Piccione and Rubinstein (1997).

Equilibrium We de�ne equilibrium using the notion of incentive compatibility. An equilibrium

in this game is such that the strategies and beliefs are consistent, and the strategies are incentive

compatible. The strategy of the sender is a best response for him given the strategy of the receiver

and the strategy of the receiver is incentive compatible as in de�nition 2.

De�nition 3 (Incentive Compatible Equilibrium)

The strategy pro�le � = ('; a; q) is an incentive compatible equilibrium if there exists a belief �

such that the pair (�; �) is consistent and the strategy � is incentive compatible.

Sequential equilibrium is not the appropriate solution concept for games with absentmindedness,

as was pointed out by Piccione and Rubinstein (1997, p18). The formal notion of sequential

equilibrium requires the strategy of the player to be optimal at every information set, given the

beliefs induced by this strategy. In games with absentmindedness the continuation strategy need

not be optimal, since the player cannot revise his entire strategy during the play of the game (as

described in section 2). In other words, the player might be �trapped�in bad equilibria.

In games with imperfect recall there are typically multiple equilibria (even in one person games).

That the ex-ante decision maker will coordinate his actions in the most pro�table equilibrium is an

assumption of this model. We take the view that there are compelling reasons to assume that, ex-

ante, the receiver can coordinate on the most pro�table equilibrium, as was suggested by Aumann et

12



al (1997). The memory rule will describe the agents�heuristics on updating beliefs, and in our view,

Nature will play the role of coordinating on the �rst best for the bounded memory player. Thus,

one way to think about this problem is as a mechanism design. The principal is the ex-ante player

and the agents are the unbounded opponent and all the interim selves of the bounded memory

player. The principal must choose the optimal mechanism given the set of equilibria between the

interim agents and the unbounded player.

3 Two Memory States

In this section we restrict attention to the two-memory state case. This is a very special case, since

the memory is minimal: one bit only. It will be very useful to our purposes since the resulting

equilibrium in this two-state world will show us the outcome on the extreme states of more general

memories (n > 2).

An updating rule for the two-memory state case is a probability of switching from state 1 to

state 2 and vice-versa, after receiving a truthful signal or a lie. A general updating rule is depicted

in �gure 1.

Fig. 1: Updating rule

We can interpret this situation as a person that thinks only through two categories; he either

thinks of his opponent as a �bad person�or as a �good person�.

There are multiple equilibria in this two-state case when the prior on the behavioral type of

sender is not very small.9 Among these equilibria, the one that gives the receiver the highest ex-ante

expected payo¤ is depicted below.

9For a small prior about the behavioral type of sender, babbling in both states is the only possible equilibrium.
Babbling is characterized by a belief of 1

2
in both states and with the strategic sender telling the truth with a

probability that is just enough to make the receiver indi¤erent between believing the message or not.
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Fig. 2: Rule that Separates after a Lie

With the rule of �gure 2, the receiver starts at some memory state, say memory state 2, and

remains there as long as he keeps receiving truthful signals. After the �rst lie he moves to the other

state, which is absorbing.

To construct this equilibrium, lets consider the case where the expected continuation payo¤

given a strategic type is higher in state 1, vS1 > v
S
2 . We know that a lie completely reveals the type

of the sender. The receiver will then �nd optimal to move to state 1 whenever he observes a lie,

regardless of his current state. Thus, the transition rule must assign probability one after a lie to

state 1 'L (i; 1) = 1, for i = 1; 2.

The strategic type of sender strictly prefers to lie in state 2: The intuition for this is that

the trade-o¤ between current payo¤ and reputation incentives does not exist in this highest state.

The reputation concerns disappear, since this last state is the highest belief that the receiver can

hold. The current payo¤ from telling the truth is worse than the babbling payo¤ (otherwise, telling

the truth would be pro�table even in the current period and this would be a contradiction in

equilibrium). Thus, even though after the sender lies he is moved to the absorbing state 1, it is

still strictly better for him to lie right away in state 2:

Therefore, in state 2; the sender tells the truth with probability zero, q2 = 0: This implies that

after a truth in state 2 the receiver�s posterior is one pT2 = 1. Because strategies must be incentive

compatible, the receiver moves to the memory state with highest expected continuation payo¤

given a behavioral type. In this two-memory state case, if both states are reached in equilibrium,

it must be that vB2 > vB1 . Thus, the receiver prefers to remain at memory state 2 after a truth:

'T (2; 2) = 1.

We analyze only the case where the exogenous probability of ending the game is very small

� ! 0. Before we state the main result of this section, note that when the stopping probability �
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goes to zero, the expected length of the game increases.

In this example, the long-run probability of having a behavioral type in state 1 is zero, since,

given a behavioral type, the receiver eventually reaches state 2 and stays there forever. Thus, by

incentive compatibility, the receiver will assign 'T (1; 1) = 1. Similarly, given a behavioral type,

the receiver eventually reaches state 2 and remains there until the end of the game, whereas the

strategic type visits that state at most once. Thus, the belief in state 2 approaches one.

Therefore the equilibrium transition rule in the two-state case where both states are reached in

equilibrium is given by �gure 2. Since the transition rule completely separates the liars, whenever

the receiver reaches memory state 1 he can be sure that he is dealing with a strategic type of sender.

Thus the only possible belief that the truth is being told in that state is the one associated with

babbling: �2 = 1
2 :

To compute the belief in memory state 2 we have to compute the beliefs about the time periods.

Our �rst result is that the receiver will hold �extreme�beliefs, that completely separate the types,

even in this case of a minimal memory (2 states). This result will generalize for the case where the

receiver is has more than two memory states: his two extreme states will have reputations zero and

one.

Proposition 1 (Extreme Beliefs)

For the two memory state game, the unique non trivial equilibrium is such that: lim
�!0

�1 =
1
2 and

lim
�!0

�2 = 1:

Proof. The sender will lie with probability 1 in state 2, thus q2 = 0: This is true because

the sender strictly prefers to lie in that state, Us (Ljs2) > Us (T js2) ; regardless of the transition

probability. Thus, if state 2 is the initial state, then it must be that:

�2 = Pr (t = 1js2) �+ Pr (t = 2js2) + Pr (t = 3js2) :::

Where the probabilities of time periods are given by:

Pr (t = 1js2) =
1

1 +
P1
t=1 (1� �)

t �
=

�

� + (1� �) �:

Thus: �2 =
�

�+���� , which leads us to:

lim
�!0

�2 =
�

� + � (1� �) = 1: (9)

Moreover, since only behavioral types tell the truth in this state, the posterior on this type after

a truth is one. By incentive compatibility, it must be that the receiver does not move to another
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memory state after a truth and, thus 'T (2; 2) = 1. If the transition in state 1 is positive, i.e.

'T (1; 2) > 0 then eventually the behavioral type gets �locked�in state 2 forever. This implies that

in state 1 the belief about the behavioral type goes to zero. Thus, babbling is the unique outcome

in this state and lim
�!0

�1 =
1
2 :

We conclude that the receiver, having a very small memory, will start the game with �long run

beliefs�. Another interesting property of the equilibrium is that the receiver keeps track of the

liars. The strategic sender will gain not because the receiver will forget in case he lies, but because

the receiver doesn�t know the period that he is in when he starts the game. In other words, the

receiver is confused about the time period when he is in state 2, so he doesn�t know if he has already

separated all the liars. This in�ates the belief in state 2 and gives the sender a high payo¤ in the

initial period.

4 n Memory States

Consider now the general case where the bounded memory player is restricted to n memory states,

where n > 2.

Designing the best response for players with a bounded number of states has been shown to be

an NP-complete problem, even for the simple case of a repeated prisoner�s dilemma with complete

information.10 In our setting, for every state reached with positive probability by the equilibrium

updating rule, the incentive compatibility constraints must be satis�ed. Computing a best-response

automaton and checking whether the incentive compatibility constraints are satis�ed seems to be

a computationally infeasible task.

Fortunately, though, we can show necessary conditions for equilibria. We can then characterize

the equilibrium transition rule of the bounded memory player. We show that the equilibrium

transition rule must satisfy a weak monotonicity condition, and hence the resulting updating rule

resembles Bayesian updating whenever possible.

From what follows, we label the states in increasing order of continuation payo¤s given a be-

havioral type. Thus, if i > j then vBi > v
B
j .

As has been pointed out in the literature,11 there are typically multiple equilibria in games

with imperfect recall. In this game, there are many equilibrium memory rules in which the receiver

has redundant states. All the results in the appendix allow for these �bad equilibria�. The most

10See Papadimitriou (1992).
11See Piccione and Rubinstein (1997) and Aumann et al. (1997).
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intuitive way to think of the memory rule, though, is to have in mind a rule without these redundant

states. I.e., with n di¤erent memory states (holding di¤erent beliefs in equilibrium).

Throughout the paper we consider only strategies in which all states are reached with positive

probability in equilibrium.12 Suppose, for now, that all states have di¤erent vBi and, consequently,

di¤erent vSi (the cases of states with v
B
i = v

B
j are considered in the appendix).

4.1 Equilibrium Updating Rule

Our main result is shown in the proposition below. We show that any equilibrium memory rule

will satisfy a weakly increasing property. The equilibrium updating rule is such that the receiver

separates the liars. Since only the strategic type can play this action, this signal is completely

revealing. Thus, the receiver�s posterior belief after a lie is zero. He will then move to his lowest

state, and therefore 'L (i; 1) = 1 for any memory state i. The same intuition holds for the case

where the strategic sender strictly prefers to lie. In this case, a truth is completely revealing, since

it is played only by a behavioral type in equilibrium. The receiver then moves to his highest state

with probability one.

While the receiver might ignore true signals, by not updating after receiving them, he will never

update to a worse belief after a truth. The receiver will get a better payo¤ from staying in the

same state rather than moving to a lower state. One interpretation of this result is that the receiver

might not pay attention (update) to some signals, but he will never forget the information that he

already holds.

Finally, the extreme states must have beliefs about the opponent�s type that are zero and one.

The intuition is that at state sn there are no reputation incentives, thus the bad type of sender

will lie right away. If the receiver is at this memory state, the only chance that the sender is the

strategic type is if this is the �rst stage game being played at this memory state. In other words,

the strategic sender will stay in this state for at most one period. On the other hand, if the sender

is an honest type, the state is absorbing and this type will be in state sn forever. The probability

of being at state sn for the �rst time goes to zero as the stopping probability gets smaller. The

same argument holds for what happens at state s1. If this is not the initial state, then only the

strategic type of sender can reach this state. In this case, the result is obvious. If this is the initial

state, the probability of having a strategic sender at that state goes to one as the death rate goes

to zero. Note that since this state is absorbing, in equilibrium it will not be the initial state.

12States not reached in equilibrium do not play any role, not even as a threat (since, as we will show, there will be
an absorbing babbling state). Thus, we can ignore these states without loss of generality.
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We state the result below for the case where the stopping probability is very small, � ! 0:

In the appendix we show a more general version of the proposition, which holds for any stopping

probability �; and which allows for redundant states.

Proposition 2 (Increasing Property)

If the strategy pro�le � = ('; a; q) is an equilibrium, then:

1. After observing a lie move to an absorbing �babbling� state: 'L (j; 1) = 1.

2. Never go back after observing a true signal: �j > �i ) 'T (j; i) = 0.

3. Initial state is the lowest one after the �babbling state�'0 (2) = 1:

4. The lowest belief approaches zero: lim�!0 �1 = 0:

5. The highest belief approaches one: lim�!0 �n = 1:

At this point, we have ruled out some memory rules that could never be played in equilibrium�in

particular, rules with loops and rules that don�t separate the liars.

Although we have shown that the equilibrium updating rule must satisfy a weakly increasing

property, we still want to understand how the updating happens after true signals. The proposition

below tells us part of the story. All the results depend on a condition that the posteriors about the

sender�s type are di¤erent on the states. To weaken this restriction, in the appendix we prove the

following lemma: �j > �i ) pBj � pBi :13

Proposition 3 (Weak Monotonicity)

Consider only memory rules with states with di¤erent posteriors, i.e., states where pBi 6= pBj : Then,

for any two states i; j 2M, we have that:

1. (Single crossing) 'T (i; k) > 0 ; 'T (i;m) > 0 and 'T (j; k) > 0) 'T (j;m) = 0;

for 8k;m such that �k 6= �m:

2. (No Jumps) 'T (i; k
0) > 0 ;'T (i; k

00) > 0 ) 'T (j; k) = 0;

for 8k0 < k < k00:

3. (Monotonicity) If 'T (i;m) > 0) 'T (j;m
0) = 0;

for 8 m0 < m:

13 It can be easily shown that for n � 4; i.e. for memories with less than or equal to four states, we must have that
�j > �i ) pHj > p

H
i : And, thus, the properties in proposition 3 hold without any additional restrictions.
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Proof. We �rst prove the single crossing property. Suppose that 'T (i; k) > 0 and also that

'T (i;m) > 0. This implies that:

pBi
�
vBk � vBm

�
+ pSi

�
vSk � vSm

�
= 0: (10)

Suppose now that 'T (j; k) > 0 and 'T (j;m) > 0; then

pBj
�
vBk � vBm

�
+ pSj

�
vSk � vSm

�
= 0: (11)

If pBi 6= pBj then (10) and (11) cannot hold at the same time. Thus, two states must have at

most one state in common in their transition rules.

The next step is to show a �no jump�result for states where pBi and p
B
j are di¤erent. Suppose

that 'T (i; k + 1) > 0 and 'T (i; k � 1) > 0: This implies that:

pBi
�
vBk+1 � vBk

�
+ pSi

�
vSk+1 � vSk

�
� 0; (12)

pBi
�
vBk � vBk�1

�
+ pSi

�
vSk � vSk�1

�
� 0: (13)

If in addition we also have that 'T (j; k) > 0: Then it must be true that :

pBj
�
vBk+1 � vBk

�
+ pSj

�
vSk+1 � vSk

�
� 0; (14)

pBj
�
vBk � vBk�1

�
+ pSj

�
vSk � vSk�1

�
� 0: (15)

The equations above cannot hold for �k+1 > �k > �k�1 and pBi 6= pBj :

Finally, to prove the monotonicity condition, �rst note that by incentive compatibility we must

have that:

'T (j;m) > 0) pBj v
B
m + p

S
j v
S
m � pBj vBm0 + pSj vSm0;

which means that:

pBj
�
vBm � vBm0

�
+ pSj

�
vSm � vSm0

�
� 0: (16)

Note that
�
vBm � vBm0

�
� 0 and

�
vSm � vSm0

�
� 0:Thus, since pBi > pBj (and consequently�

pSj > p
S
i

�
); we have that:

pBi
�
vBm � vBm0

�
+ pSi

�
vSm � vSm0

�
> 0; (17)

which proves our last condition.

This monotonicity result tells us that for any two states with di¤erent posteriors, the transition

rule of both states might have at most one state in common, and this is the highest point on the
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support of the transition rule of the lower posterior state. Moreover, the lower posterior state does

not move to any state in the higher posterior state�s support, except for this �rst point.

As we argued before, there are compelling reasons to focus only on the equilibria that give

the receiver the highest payo¤. Lemma 1 below shows that we can ignore the redundant states

without loss of generality. This result tells us that any equilibrium in which the receiver is using

a redundant state can be reproduced with a memory without redundant states. Therefore, when

searching for the equilibrium that gives the receiver the highest expected payo¤, we can focus only

on rules where all states have di¤erent beliefs.

Lemma 1 (Redundant States)

Consider a receiver with memory M that has only n states. The strategy � = ('; a; q) gives the

receiver a payo¤ of U�R. Now suppose that �i = �j ; for some i; j 2 M. Then, there 9 ('; a; q)0 for

memory some other memoryM0 with n�1 states and that gives the receiver utility the same payo¤

U�R:

Proof. Let �i = �j : From proposition 2 this implies that vSi = vSj . Thus, if both states are

reached in equilibrium it must be that vBi = vBj . The receiver is always completely indi¤erent

between the two states i and j after a truth or lie. If pBi = p
B
j ; then the states are identical and we

can consider them as being a single state (just rewrite the transition rules). If pBi > p
B
j ; then they

must have the same transition rules, or else vBi = v
B
j would not hold. But, if they have the same

transition rules then again they are identical and we can group them as one.

A class of memory rules that satis�es propositions 2 and 3 is depicted in �gure 3 below.

Fig. 3: A Class of Equilibrium Memory Rules
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The results suggest that this is the class of memory rules that the receiver will use. I.e., a

strategy in which the transition rule has only positive probability in staying in the same state or

moving to the next one.

In the following section, we will show the conditions under which the updating rule is deter-

ministic, meaning that 'T (i; i+ 1) = 1 for all states i < n. For n = 3; or 4 we can show that the

memory rule must be the one shown in �gure 3, allowing for the possibility that 'T (i; i) = 0. It is

possible, though, that for n > 4 the equilibrium transition is stochastic, but not exactly like the one

depicted above. This case would suggest that the receiver is wasting resources by not fully using

his memory states. Such a rule might exist in equilibrium, as long as the memory rule satis�es the

conditions in propositions 2 and 3.

4.2 Deterministic Updating Rule

We have characterized the equilibrium transition rule. In this section, we show under what condi-

tions this transition will be deterministic. We say that the receiver�s memory is not binding when

he updates his beliefs using Bayes�rule, with no bias whatsoever. There are cases, though, in which

the transition rule is deterministic, but the updating di¤ers from Bayesian in the last state. The

memory of the receiver will confuse him in this extreme state and there will be biases in information

processing. In this section we show the conditions on the parameters under which the receiver will

use deterministic transition rules (the algorithm uses the same reasoning whether one wants to

compute the threshold for Bayesian updating or for deterministic rules only).

We present the result in two propositions. The �rst one shows that, given a memory of size

n, there is a threshold in the prior space such that if the prior is smaller than this threshold, the

receiver will not use deterministic transition rules. We then prove another result showing that this

is in fact also su¢ cient for equilibrium with deterministic transition rules. This su¢ cient condition

is in fact a strong result by itself; thus, if the sender is using a best response and the transition

rules are not random, the receiver will �nd it in his best interest to follow the speci�ed transition

rules. Given this result, one can relate it to Bayesian updating: if we describe Bayesian updating

as an updating rule with an in�nite number of memory states and deterministic transition rules,

the player will �nd it in his best interest to keep playing this strategy, i.e., it will be incentive

compatible as well. Thus, in this context, Bayesian updating is consistent with a large enough

number of memory states.

When the condition of the threshold described below is not met, there are no equilibria with

deterministic transition rules (besides the trivial one, where all states have the same expected
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continuation payo¤). Thus, randomization is needed.

Proposition 4 (Deterministic Transition Rule: Necessary Condition)

Given any number of memory states n > 2, there exists a threshold on the prior about the behavioral

type ��n such that if the actual prior is smaller than this threshold � < �
�
n then there is no equilibrium

with deterministic transition rules.

The proof of the proposition above is by induction (shown formally in the appendix). The

�rst step is to note that the last state will have belief 1, following the intuition of the two state

case. The receiver will use pure strategy only if the belief in state sn�1 is at least as high as

some threshold ��n�1; which depends on the parameters �; n and �: If the belief is lower than this

threshold, the sender will prefer to tell the truth and be updated with probability one to the highest

state. Moreover, by incentive compatibility there is a lower bound on the posterior state sn�1. That

is, if the posterior on the sender�s type is lower than this lower bound, the receiver will �nd it in his

best interest to remain in that state after a true signal. Together, this implies that at every stage

game there is a lower bound on the prior on the sender�s type at that stage game. However, the

prior on state sn�1 is the posterior of state sn�2. Using the same reasoning backwards we �nd that

there must be a lower bound on the prior for the receiver to play pure strategy. In the appendix

we show how to compute this lower bound given the parameters �; n and �:

The next proposition shows a su¢ cient condition for deterministic transition rules.

Proposition 5 (Deterministic Transition Rule: Incentive Compatibility)

Let the transition rules be deterministic: 'T (i; i+ 1) = 1; and the strategy for the sender be a best

response for him. Then it will be incentive compatible for the receiver to move only to the next state

after a true signal:

pBi�1v
B
i +

�
1� pBi�1

�
vSi � pBi�1vBs +

�
1� pBi�1

�
vSs ; 8s > 0:

Therefore, given a memory of size n, as long as the prior � is higher than the threshold ��n;

which is shown in the appendix, the receiver will be able to reproduce Bayesian updating and there

will be no information loss.

The following result shows that there is at most one equilibrium in which the receiver is using

a pure strategy.

Proposition 6 (Deterministic Transition Rule: Uniqueness)

Fix the number of memory states n and the initial prior �. There is at most one equilibrium with

deterministic transition rule without redundant states.
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In fact, we show that the threshold is �almost� su¢ cient for ensuring that the equilibrium

involves only deterministic transition rules. The result is that if the transition rule after a truth

assigns only positive probability on the current memory state and on the one immediately following,

after i.e., 'T (i; j) = 0 for 8j 2 Mwith j 6= i; i + 1; then the threshold is su¢ cient. Thus, we say

that it is �almost� su¢ cient since we could still have �bad� equilibria for the receiver, involving

redundant states and jumping.

The result is the following:

Proposition 7 (Deterministic Transition Rule: �Almost� Su¢ cient Condition)

Given the number of memory states n, if the prior on the behavioral type of the sender is greater

than the threshold for deterministic rules, � > ��n, then there is no equilibrium with randomization

in which 'T (i; j) = 0 for 8j 2Mwith j 6= i; i+ 1 and all states are non-redundant.

Note that when memory states are unobservable by the strategic sender, the deterministic

equilibria would still hold. In equilibrium the sender would know the current memory state. In

the case where there are no equilibria with only deterministic transition rules, the structure of the

transition rule would also be the same, since the results in proposition 3 would still hold.

5 Example: Three Memory States

In this section we show the equilibria for the case involving three memory states. The main goal of

this section is to exemplify the mechanics of the model and to show how to compute the equilibria

in a bounded memory game.

We use the results of proposition 2. The lowest state is equivalent to a babbling state, where

the probability of truth is �1 = 1
2 ; moreover, this lowest state is absorbing. Also, the belief in the

highest state is one �3 = 1: Finally, the receiver will start at the intermediate state '0 (2) = 1:

It remains for us to calculate the belief in state 2 �2, the transition probability from state 2 to

state 3 'T (2; 3) ; as well as the strategy of the sender. We focus on Markovian equilibria only, i.e.,

equilibria in which the strategy of the sender depends only on the current memory state. Figure 4

below depicts the equilibrium transition rule.
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Fig. 4: Three Memory States

We know from the previous section that there is a threshold on the prior of the behavioral

type such that the equilibrium involves only a deterministic transition rule. Thus, if this prior is

higher than the threshold, � > ��3; then the equilibrium with three non-redundant states involves

deterministic transition from state 2 to state 3. This means that after a truth, the receiver updates

to state 3 with probability one.

In this section we characterize the equilibria when � < ��3: We already know that the equilibria

must be such that 'T (2; 2) > 0. In equilibrium, the sender must be mixing between telling the

truth and lying in state 2, or else the receiver would not mix himself, by incentive compatibility.

The indi¤erence condition of the sender is that lying in state 2 gives the same expected continuation

payo¤ for him as telling the truth in this same sate, which means that:

�22 + �
1

4
= (1� �2)2 + �

�
'T (2; 2)�

2
2 + (1� 'T (2; 2))

�
: (18)

This gives us the following quadratic equation:

�'T (2; 2)�
2
2 � 2�2 + 1 + � (1� 'T (2; 2))� �

1

4
= 0: (19)

Solving for the belief �2 gives us:

�2 =
1�

q
1� �'T (2; 2)

�
1 + � (1� 'T (2; 2))� � 14

�
�'T (2; 2)

: (20)
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We interpret the transition probability 'T (2; 2) as a testing parameter, since it is capturing the

probability that the sender will not be upgraded, even though the signal was truthful. We show

that in the three state case, there is a trade-o¤ between action rule and transition rule, or between

actions and testing.

Lemma 2 (Testing)

In equilibrium, the lower the receiver�s belief about the truth, the more he will test the sender before

updating.

Proof. Di¤erentiating the indi¤erence condition of the sender, which is given by (19), gives us:

�'T (2; 2) 2�1d�1 � 2d�1 + ��21d'T (2; 2)� �d'T (2; 2) = 0;

and �nally,
d'T (2; 2)

d�1
=
2

�

��1'T (2; 2)� 1�
1� �21

� < 0:

Condition (20) is necessary for equilibrium in this three state case. Another necessary condition

is that the receiver must be indi¤erent between updating to state 3 or staying in state 2 after a

truth. For this indi¤erence condition we have that:

p2
�
vH3 � vH2

�
+ (1� p2)

�
vS3 � vS2

�
= 0:

Substituting the continuation values gives us:

p2
(1� �2)2

1� �'T (2; 2)
+ (1� p2)

�
�22 � 1

�
= 0:

Solving for the posterior p2 and knowing that �2 < 1 this implies:

p2 =
(�2 + 1) (1� �'T (2; 2))

1� �2 + (�2 + 1) (1� �'T (2; 2))
: (21)

Now the two conditions missing are that these beliefs �2 and pT2 must be consistent in equilib-

rium, according to 3. The posterior pT2 can be written as:

pT2 = 1
�

�+ (1� �) q1
+ 2

�2
�2 + (1� �2) q2

+ 3
�3

�3 + (1� �3) q3
+ ::: (22)

where the 0s indicate the Bayesian updating of time periods. First note that: �2+(1� �2) q2 =
�+(1��)q1q2
�+(1��)q1 :
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In general, we will have:

�t + (1� �t) qt =
�+ (1� �) q1q2:::qt
�+ (1� �) q1:::qt�1

: (23)

Let � = f1+ f2+ f3+ :::. Where fi is the frequency of period i. Then, i =
fi
� , and, in general

we must have that:

t =
(1� �)t�1 ('T (2; 2))t�1 (�+ (1� �) q1q2 � :::� qt)

�
: (24)

Before we compute what (22) should be, let�s calculate each term of the equation. But �rst,

also note that:

�t =
�

�+ (1� �) q1q2 � :::� qt�1
:

The individual beliefs of the time periods can be written as:

t
�t

�t + (1� �t) qt
=
(1� �)t�1 ('T (2; 2))t�1

�
�:

Thus, (22) can be simpli�ed:

pT2 =
�

�
+
(1� �) ('T (2; 2)) �

�
+
(1� �)2 ('T (2; 2))2 �

�
+ :::;

which in turn can be written as:

pT2 =
�

�

1

(1� (1� �)�) : (25)

And, for the Markovian case, the term � can be calculated as:

� = (�+ (1� �) q) + (1� �) ('T (2; 2))
�
�+ (1� �) q2

�
+ (1� �)2 ('T (2; 2))2

�
�+ (1� �) q3

�
+ :::.

This term can be simpli�ed further to obtain the following expression:

� =
�+ (1� �) q � (1� �) ('T (2; 2)) q

(1� (1� �) ('T (2; 2))) (1� (1� �) ('T (2; 2)) q)
: (26)

Thus, substituting (26) in (25) gives us the following expression for the receiver�s posterior:

pT2 =
� (1� (1� �) ('T (2; 2)) q)

�+ (1� �) q � (1� �) ('T (2; 2)) q
: (27)
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Similarly, for the belief �2 we have that:

�2 =

�
(1� (1� �) ('T (2; 2))) (1� (1� �) ('T (2; 2)) q)+

+ (1� �) ('T (2; 2)) (�+ (1� �) q � (1� �) ('T (2; 2)) q)

��1
(28)

[� (1� (1� �) ('T (2; 2)) q) + (1� �) q (1� (1� �) ('T (2; 2)))]

If the beliefs and strategies
�
pH2 ; �2; '; a; q

�
satisfy the system of equations described by (20),

(21), (27) and (28) above, then we have an equilibrium in the 3 memory state case.

6 Standard Automata

The automata models are in many ways similar to a bounded memory player. An automaton, like

a bounded memory player, is a �nite set of states with a transition rule and an action rule. When

we model the memory of the player as an automaton, we ignore incentive compatibility constraints

and the memory is designed to be the ex-ante optimal one. As it turns out, however, in single

player games with no discounting, this distinction is nonexistent: Piccione and Rubinstein (1997)

show that the ex-ante optimal strategy will also be incentive compatible.

In a game, there are two reasons that an equilibrium with automata could di¤er from one with

a bounded memory player. The �rst one is the same as in a single player game with discounting.

Think of a very impatient decision maker. Ex-ante, this player will design a strategy to achieve a

higher payo¤ in the initial periods. As the game starts, the player might think that he is not in the

initial periods any more and will take in consideration the payo¤s of future periods. This distorts

the incentives between the initial period and the period where the game has already started. An

automaton would allow an individual to commit to actions and avoid the �temptations�to deviate

that his future selves would confront.

The second reason is the ability to commit against an opponent. Thus, modeling the player�s

memory as an automaton would require a further assumption�namely, that the player can credibly

commit to his strategy.14

We take the view that both approaches have their own interest, but this paper focuses only

on the case where incentive compatibility is indeed an issue. We show that in some situations the

automaton can do better than the bounded memory player, while in others the automaton does

just as well (obviously, automata can never do worse, since the set of incentive compatible memory

rules is a subset of the memory rules described by an automaton). In fact, we show some results

for the three state case, where the automaton does better than the bounded memory player.
14Since in this paper the strategic sender is playing a zero-sum game with the receiver, it is not clear whether

commitment would increase the receiver�s payo¤ absent discounting e¤ects.
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One thing to note in table 1 below is that the lower the prior on the sender�s type, the higher

'T (2; 2) which means that the receiver will test the sender more. These are the equilibria for which

the receiver is mixing on his updating rule. If � is very high (in this case the threshold is 0.72),

there will be no randomization. All these equilibria were computed for � = 10�60 and � = 0:8.

The comparison between the automaton and the bounded memory player is shown in the table

below.15

Bounded Memory Automata
� �2 'T (2; 2) UR �A2 'T (2; 2) UAR
0.1 0.5 1 -1.25 0.5313 0.9358 -1.2415
0.2 0.6220 0.7256 -1.1777 0.5919 0.8007 -1.1730
0.3 0.6593 0.6219 -1.0736 0.6385 0.6814 -1.0716
0.4 0.6931 0.5142 -0.9523 0.6791 0.5607 -0.9514
0.5 0.7255 0.3931 -0.8181 0.7168 0.4274 -0.8178
0.6 0.7581 0.2459 -0.6736 0.7540 0.2663 -0.6735
0.7 0.7926 0.0492 -0.5198 0.7920 0.0532 -0.5198
0.8 0.8 0 -0.36 0.8 0 -0.36
0.9 0.9 0 -0.19 0.9 0 -0.19

Table 1: Automata: more testing than Bounded Memory

The results in table 1 show that the three state automaton does better than a bounded memory

receiver with the same number of states. Most importantly, it does so through more testing. The

transition from state 2 to state 3 is higher with the bounded memory player than it is with an

automaton. In fact, if the bounded memory player used the same transition as the automaton,

after a truth the bounded memory player would �nd it interim optimal to move to state 3 and not

to randomize. The incentives to move to state 3 would break down the equilibrium.

To summarize, an automaton will perform better than a bounded memory player by committing

to test more.

7 Conclusion

This paper is a study of bounded memory in a reputation game. It di¤ers from the existing

literature on imperfect memory by considering a game in which the memory rule is chosen by the

player and satis�es incentive compatibility constraints. Equilibrium with bounded memory and

incentive compatibility constraints was already studied in single player games, but this is the �rst

time it has been done in a multi-player game.
15We present examples of automata that do better, but do not explicitly solve for the optimal automata. This is

an interesting open question that we leave to future work.
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Our view is that, although forgetful, players have the ability to control what to remember

and what to forget. A player might think that the fact is particularly important and, knowing

that he will likely forget it, he will rehearse the fact and increase his chances of remembering it.

Most models of bounded memory assume that, during the play of a game, people have no control

whatsoever over what to remember or what to forget.16

We showed that in this game the updating rule is rather simple: monotonic and weakly increas-

ing. In particular, given the memory size n, if the prior on the behavioral type is high enough, the

bounded memory player will use deterministic transition rules. In fact, he might do just as well as

if he used Bayes�rule. Or, if the prior is higher than a particular threshold, but not �high enough,�

he will su¤er loss (as compared to a Bayesian player) in the extreme state, when he gets confused

about the time periods.

The second contribution of this paper is to show the updating rule when memory constraints

are severe. In these cases the receiver will use random transition rules in the initial states. Despite

the multiplicity of equilibria that games with bounded memory have, there are necessary conditions

on the updating rule for all equilibria. These conditions suggest a particular updating rule (stay

put or go forward), when the receiver can coordinate on the equilibrium that gives him the highest

payo¤. This randomization in the transition rule is used for two di¤erent reasons. First, it is used

to overcome the memory problem by not storing all the signals. This intuition was also present in

single player games. Most importantly, however, in a two player game, randomization will be used

as a strategic element: to test the opponents before updating.

In a broader sense, this paper is part of an emerging literature on restricted capacity to deal

with information. Players fail to use Bayes rule due to some constraint on their technology. This

departure from Bayes�rule could result from a cost on updating new information (Reis (2007)), a

restriction on acquiring new information (Sims (2003)), a cost to thinking through the implications

of a particular action (Bolton and Faure-Grimald (2005)), or memory constraints. In a repeated

interaction, this ability to sort information is very important because of the substantial amount of

data that some equilibria require, combined with possible cognitive restrictions of the agents.

The results that we see in the recent papers suggest that these constraints lead to inertia and

inattention. Due to a restricted capacity in dealing with information, players cannot execute Bayes

rule and will choose the information to memorize, and to acquire. In other words, they will sort

the information received and ignore part of it. This paper con�rms this intuition in the context of

16 In models of optimal �nite memory, such as the automata models or Dow�s (1991) search model, the player
decides on the memory rule before the game starts. Once in the game, he has no control over his memory.
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a two player game, showing that the agents will ignore information and update only sporadically

when their memory is constrained.

In the model presented, the strategic sender and the receiver had opposite preferences. The

zero-sum nature of this relationship did not leave any room for cooperation when the bad type of

sender was caught. Still unclear are the implications of bounded memory in sustaining cooperation

in repeated interactions. The study of the role of bounded memory and reputation in a more

general environment, without this zero-sum nature, is an open road of research.

Finally, in this paper we modeled human memory as a �nite set of states with sequential

rationality constraints. One is tempted to apply what was learned here to other situations involving

limited storage capacity, for example, to apply this model to the context of an organization that

keeps track of signals about their clients. The imperfect communication between workers within a

�rm suggests this analogy.

8 Appendix

8.1 n Memory States

This section is divided as follows. First, we show a general version for proposition 2 in the text.

This theorem is true regardless if the transition rule is deterministic (in which case it is trivially

true) or not. Then we show in which cases the receiver will use deterministic transition rules.

We need extra notation for this section. In general, we denote the sender�s expected continuation

payo¤ in some state si as US (si). His expected continuation payo¤ from telling the truth in that

state is US (T jsi) and from lying it is US (Ljsi) : This utility is given by a current payo¤ of telling

the truth (or lying) and an expected continuation payo¤ that depends on the transition rule ' as

well as on US (sj) for all j 2M.

8.2 Random Transition Rules

De�ne l as the state with highest expected continuation payo¤ if the receiver is facing a strategic

sender. Formally: D � fl 2 MjvSl � vSi ;8i 2 Mg, similarly de�ne: U � fu 2 MjvBu � vBi ;8i 2

Mg:
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Proposition 8 (Increasing Updating Rule: General version of Proposition 2)

If the strategy pro�le � = ('; a; q) is an equilibrium, then:

1. After Lie: 'L (j; l
0) = 0 where l0 =2 flj�l = mini �ig.

2. If US (Lji) > US (T ji)) 'T (i; h0) = 0 where h0 =2 fhj�h = maxi �ig :

3. After True: �j > �i ) 'T (j; i) = 0 (don�t go back after a True signal).

4. '0 (i) = 0;8�i > �(2):

5. lim�!0 �l = 0; 8l 2 D.

6. lim�!0 �u = 1; 8u 2 U .

We show the proof of this proposition through several di¤erent lemmas.

Our �rst result comes from incentive compatibility. If Pr (Bji; L) = 0; 8i;we must have that

after a lie, the receiver moves to a state with the highest expected continuation payo¤ given that the

sender is strategic. As de�ned above, the receiver moves to a state where the expected continuation

payo¤ for the receiver conditional on the bad type of sender is equal to vSl (and for the sender is

US (l)):

Before we state the �rst lemma, denote

j� 2M (j) �
�
j 2Mj after a true pBj vBj� + pSj vSj� � pBj vBj0 + pSj vSj0;

after a lie: vSj� � vSj0;8j0 2M

�
:

Thus, the payo¤ of the sender after lying is:

US (Lji) = �2i + (1� �) �
X
i�

'L (i; i
�)US (l) :

Similarly, the payo¤ of the sender after telling the truth is:

US (T ji) = (1� �i)2 + (1� �) �
X
j�

'T (i; j
�)US (j

�)

Lemma 3 j =2 D ) 'L (i; j) = 0;8i 2M:

Proof. By incentive compatibility, 'L (i; j) > 0 ) vSj � vSj0 ;8j0 2 M: Therefore we can write

the payo¤ of the sender after lying as:

US (Lji) = �2i + (1� �) �US (l) :
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We now show a lemma that will be very helpful in subsequent results. The lemma is that

whenever the sender reaches a state where �i = 1; i.e., the highest possible belief, then the sender

will strictly prefer to lie. This is because by lying the sender gets the highest possible current payo¤

and is then placed on the lowest state l. However, lying or telling the truth in l is strictly better

for the sender than telling the truth in a state with belief higher than 1
2 :

Lemma 4 In the highest state the strategic sender lies with probability one (except for the trivial

equilibrium where all the states are the same):

US (Ljn) > US (T jn) :

Proof. We can write the utility of the strategic sender as:

US (Lji) = �2n + (1� �) �US (l) ;

US (T ji) = (1� �n)2 + (1� �) �
X
j2M

'T (i; j)US (j) :

We can write the expected continuation payo¤ of the sender as:

US (j) = (1� �j)2 + (1� �) �
X
s2M

'T (j; s) (1� �s)2 + ::: (29)

+(1� �)t �t�2k + (1� �)
t+1 �T+1US (l) :

Note also that telling the truth in any state gives the strategic sender a lower current payo¤

than the babbling payo¤, and lying at state n gives the strategic sender the highest current payo¤

among all other states. Also, for 8j it must be true that (1� �j)2 � �2l ; and also that �2j � �2n: In

state sn we can write the utility for the sender as:

US (Ljn) = �2n + (1� �)
t �t�2l + (1� �) ��2l + :::+ (1� �)

t+1 �t+1US (l) ; (30)

and since we have that:

(1� �j)2 + (1� �)t �t�2k <
1

4
+ (1� �)t �t�2n

< �2n + (1� �)
t �t
1

4
� �2n + (1� �)

t �t�2l :

We can substitute in (29) and (30) to get that: US (j) � US (Ljn) ;8j: In particular this holds

for j = n:

Corollary 1 If the state has belief 1 then the sender strictly prefers to lie:

�i = 1) US (Lji) > US (T ji) :
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Lemma 5 The sender weakly prefers to lie in all the states:

US (Lji) � US (T ji) ;8i:

Proof. Suppose US (T ji) > US (Lji) ) qi = 1 ) �i = 1:By the corollary above, we have a

contradiction.

We show that the best states to move once the type of sender is identi�ed as strategic are those

with lowest beliefs. In other words, that �l = �1: The proof is by showing that placing a strategic

sender on state s1 gives the receiver a higher payo¤ than if the sender is placed on state sl (l > 1) :

Remember that after a lie, the receiver knows with probability 1 that the sender is strategic.

From now on, we write qi independently of the particular history h. We do this w.l.o.g. because

the argument holds following any history for which the current state is si.

Sending the bad sender to vSl gives the receiver the following payo¤:

vSl = ql

n
� (1� �l)2 + (1� �) ��j�'T (l; j�) vSj�

o
+ (31)

+(1� ql)
�
��2l + (1� �) �vSl

	
:

However, in this state i the strategic sender weakly prefers lying to telling the truth. For if is

this not the case, qi = 1) �i = 1; which implies that lying is actually better for the sender. So we

have to consider only the case where

(1� �i)2 + (1� �) ��j�'T (i; j�)US (j�) � �2i + (1� �) �US (i) :

Thus equation (31) can be written as:

vSl = ��2l + (1� �) �vSl : (32)

Now consider a deviation where the receiver receives a lie and decides to place the sender in

the lowest belief state instead of moving to the state where the expected continuation payo¤ is vSl .

This deviation gives the receiver a payo¤ of:

vS1 = q1

n
� (1� �1)2 + (1� �) ��j�'T (1; j�) vSj�

o
+ (1� q1)

�
��21 + (1� �) ��vSi

	
:

Again, we have only to consider the case where:

(1� �i)2 + (1� �) ��j�'T (i; j�)US (j�) � �2i + (1� �) �US (i) :
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For if this is not true then q1 = 1 and state 1 would not be the lowest belief state. Thus, again we

can write:

vS1 = ��21 + (1� �) �vSl : (33)

However we can compare the expected payo¤ on equations (32) and (33) to see that: vS1 � vSl ;

since :

��21 + (1� �) �vSl � ��2l + (1� �) �vSl :

This means that after a lie, the receiver always prefers to place the bad sender on state 1. 'L (i; 1) =

1;8i:

Lemma 6 Memory state 1 has highest expected payo¤ given a strategic sender: 1 2 D:

Proof. The expected payo¤ of the receiver given a strategic type of sender is given by:

vSl = ql

n
� (1� �l)2 + (1� �) ��j�'T (l; j�) vSj�

o
+ (1� ql)

�
��2l + (1� �) �vSl

	
:

However,

(1� �l)2 + (1� �) ��j�'T (l; j�)US (j�) � �2l + (1� �) �US (l) ;

for if the sender strictly prefers to tell the truth in state l; then we would have that �l = 1: And

lying would be strictly preferred as we saw in corollary (1). This would be a contradiction.

Thus we can write vSl as :

vSl = ��2l + (1� �) �vSl :

Now consider the expected continuation payo¤ of placing a strategic sender in state 1. Again,

we need only to consider the case where

(1� �1)2 + (1� �) ��j�'T (1; j�)US (j�) � �21 + (1� �) �US (1) :

Thus, we can write vS1 as:

vS1 = ��21 + (1� �) �vSl :

However, �1 � �l ) ��21 � ��2l ; and �nally:

��21 + (1� �) �vSl � ��2l + (1� �) �vSl :

Thus, vS1 � vSl : Since by de�nition of vSl ; vS1 � vSl ; we proved this lemma.

The corollary below shows an immediate consequence of this lemma is that unless there is a

state �2 such that �2 = �1 and vS2 = v
S
1 ; we must have that 'L (i; 1) = 1:
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Corollary 2 All the states with lowest expected continuation payo¤ for the sender must have the

same belief:

i 2 D ) �i = �1:

Proof. Since we ordered the states by �i; by de�nition �1 � �l: Suppose �l > �1: As shown in

the lemma above:

vSl = ��2l + (1� �) �vSl ;

vS1 = ��21 + (1� �) �vSl :

If �l > �1 ) vSl < v
S
1 : This is a contradiction:

Corollary 3 For any state j such that �j > �1 then by incentive compatibility it must be true that

'L (i; j) = 0:

Proof. After a lie we have that Pr (Bji; L) = 0;8i. Then by incentive compatibility it must be

that vS1 > v
S
j which implies that 'L (i; j) = 0:

In the following lemma we show that, in equilibrium, the order of the states is exactly the oppo-

site of the order by vSi : This means that a state with higher belief has lower expected continuation

payo¤ given that the sender is strategic. The proof relies on the fact that after lying the sender is

placed in a state where his expected payo¤ is vS1 : Again, this lemma relies on the �rst result of this

section, which says that lying is always weakly preferred by the sender.

Lemma 7 �i and vSi have the exact opposite ordering.

Proof. Consider any state si: The expected payo¤ conditional on the type of sender being

strategic can be written as vSi = ��2i +(1� �) �vS1 : Consider two states siand sj such that �j > �i.

Then it must be that:

��2i + (1� �) �vS1 > ��2j + (1� �) �vS1 ; (34)

but (34) implies that vSi > v
S
j .

This lemma leads us to the following result: the order of states will be the same as the order

by vBi . This means that states with higher beliefs have higher expected continuation payo¤ for the

receiver given that the sender is a behavioral type. The proof of this corollary relies on incentive

compatibility. If a state is reached with positive probability, then there must not exist another
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state that has higher expected continuation payo¤ for the receiver regardless of the types of sender

(i.e. higher vSi and v
B
i ). Since a state with lower belief has higher v

S
i it must be that this state with

lower belief has lower vBi : Otherwise for whatever posterior the receiver holds, it is always strictly

better to move to this lower belief state than to the original state.

Lemma 8 For states reached with positive probability, � and vB have the exact same ordering.

Proof. Suppose �k > �j ; and vBj � vBk : If j is reached with positive probability, then 9 i� such

that:

pBi�v
B
j +

�
1� pBi�

�
vSj � pBi�vBj0 +

�
1� pBi�

�
vSj0 ; 8j0:

Since �k > �j ; we already know that vSj > v
S
k : Thus,

pBi0 v
B
j +

�
1� pBi0

�
vSj � pBi0 vBk +

�
1� pBi0

�
vSk ; 8i0:

In particular, for i0 = i�: Thus, it must be that k is never reached with positive probability.

Lemma 9 If the receiver knows with probability one that the sender is behavioral type, he will

update to the state with highest expected continuation payo¤ given a behavioral type of sender:

US (Lji) > US (T ji)) 'T (i; h) = 1:

Proof. Since the strategic type strictly prefers to lie at state si it must be true that after

any history h we have that qi = 0. This in turn implies that Pr (Bji; T ) = 1: Since we know that

vBh � vBi0 ;8i0 and also that vBi and �i have the same ordering, we must have that:

n = argmax
i0
pBi v

B
i0 +

�
1� pBi

�
vSi0 = argmax

i0
vBi0 :

Thus, 'T (i; n) = 1:

Lemma 10 n 2 U and �u = �n ,8u 2 U :

Proof. First we show that vBn = v
B
u ; u 2 U : We also know that qn = 0: Suppose vBu > vBn then,

we have that the transition to state u has probability one 'T (n; u) = 1 (since qn = 0).

vBu = � (1� �u)2 + (1� �) �
X
u�

'T (u; u
�) vBu�

� � (1� �n)2 + (1� �) �
X
u�

'T (u; u
�) vBu�

� � (1� �n)2 + (1� �) �vBu = vBn :
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Thus, vBu > v
B
n cannot happen. The proof that �u = �n is analogous to corollary 2.

The next lemma will be important in order to show that the receiver will not move to a lower

state after a true signal.

Lemma 11 If the sender strictly prefers to lie on state i and is indi¤erent in state j, then �i > �j :

US (Lji) > US (T ji) and US (Ljj) = US (T jj)) �i > �j :

Proof. Suppose US (Lji) > US (T ji), US (Ljj) = US (T jj) and �i � �j :

US (Lji) = �2i + (1� �) �US (1) ;

US (T ji) = (1� �i)2 + (1� �) �US (B) ;

�2i + (1� �) �US (1) > (1� �i)
2 + (1� �) �US (B) : (35)

But, we also have that:

�2j + (1� �) �US (1) = (1� �j)
2 + (1� �) ��j�'T (i; j�)US (j�) : (36)

Since, �i � �j ; we have that:

�2j + (1� �) �US (1) � �2i + (1� �) �US (1) > (1� �i)
2 + (1� �) �US (h) :

However: US (h) � US (i) ;8i and (1� �i)2 > (1� �j)2 :Thus,

(1� �i)2 + (1� �) �US (h) > (1� �j)2 + (1� �) ��j�'T (i; j�)US (j�) :

Finally, from (35) and (36) we have that:

�2j + (1� �) �US (1) > (1� �j)
2 + (1� �) ��j�'T (i; j�)US (j�) :

This is a contradiction with equation (36).

The lemma below shows that the receiver will not walk backwards after receiving a true signal.

This is true because after receiving this true signal, the receiver does better staying in the same

place rather than degrading the sender. Both the current and the future payo¤ are higher.

Lemma 12 After a true signal the transition rule is weakly increasing:

�j > �i ) 'T (j; i) = 0:
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Proof. Suppose �j > �i and 'T (j; i) > 0: First note that by incentive compatibility it must

be true that:

pBj v
B
i +

�
1� pBj

�
vSi � pBj vBj +

�
1� pBj

�
vSj :

However, it can also be written as:

pBj v
B
i +

�
1� pBj

�
vSi = p

B
j

 
� (1� �i)2 + (1� �) �

X
i�

'T (i; i
�) vBi�

!
+
�
1� pBj

�
vSi :

But vSi = �US (i) = US (Lji) � US (T ji) ; with strict inequality only if qi = 0:

If US (Lji) > US (T ji)) 'T (i; n) = 1; implying that �i > �j (see lemma (20) that implies that

if qi = 0 and qj > 0) �i > �j). Thus, we conclude that US (Lji) = US (T ji) :

Therefore, vSi can be written as:

vSi = � (1� �i)
2 +

X
i�

'T (i; i�) vSi� : (37)

The expected continuation payo¤ of moving to state si after observing the truth in state sj can

be written using (37) as:

pBj v
B
i +

�
1� pBj

�
vSi = � (1� �i)

2 +
X
i�

'T (i; i�)
�
pBj v

B
i� +

�
1� pBj

�
vSi�
�
: (38)

If, instead of going to state i after a truth, the receiver decides to stay in state j for one more

period, he gains from that:

pBj v
B
j +

�
1� pBj

�
vSj = � (1� �j)

2 +
X
j�

'T (j; j
�)
�
pBj v

B
j� +

�
1� pBj

�
vSj�
�
: (39)

By incentive compatibility and de�nition of j�and i� we have that

pBj v
B
j� +

�
1� pBj

�
vSj� � pBj vBi� +

�
1� pBj

�
vSi� : (40)

Using (40) in (38) and (39) gives us:

pBj v
B
j +

�
1� pBj

�
vSj � pBj vBi +

�
1� pBj

�
vSi :

Lemma 13 The receiver always starts either at the lowest memory state or at the lowest after the

babbling state:

'0 (i) = 0;8�i > �(2):
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Proof. The ex-ante receiver chooses in which memory state to start the game. He will start the

game at state i0 such that i0 = argmaxi �vBi + (1� �) vSi : Given the results 1 and 3 in proposition

(8), we have that � < pBj ;8j > 1: Thus, if '0 (i
0) > 0;for some �i0 > �(2); then state si0 is not

reached with positive probability in the game, except for time t = 0.

This concludes the proof of proposition 8. To relate this proposition with the one presented in

the text, we need two additional results:

Lemma 14 The beliefs are extreme:

lim
�!0

�l = 0; for 8l 2 D,

lim
�!0

�u = 1; for 8u 2 U .

Proof. We can calculate the posterior of the sender�s type on any state l 2 D as:

pBl =
X

h2sl\HB

� ((h; T ) jsl) (41)

However, given the results on 8.1 and 8.3 from proposition 8 together with the fact that the strategic

senders will either remain on one of the states in D forever or will visit it in�nitely often, this state,

call it l;will be such that i holds. For this, note in this case we have that as � ! 0, Pr (h1jsl)! 0

where h1 means that the time period is 1 and therefore Pr (Bjsl)! 0. By incentive compatibility

it will then imply that 'T (l; l) = 1 and consequently �l = 0:5:

Eventually all the strategic types will have lied. In particular, since states are observable,

qu = 0; for 8u 2 U . There are no reputation incentives on the last state, and all strategic senders

lie when they reach that state.

In other words, as � ! 0 we have that the strategic senders will be locked in the lowest state

and also that US (Lju) > US (T ju) ;8u 2 U since in the highest states there are no reputation

incentives. Thus, eventually only behavioral types remain in the last state, and they stay in the

state forever. We then have that lim�!0 �u = 1; for 8u 2 U .

We now show that the order of beliefs is the same as the order of posteriors. Consider two states

�i and �j ,8i; j such that: �j > �i but also such that in equilibrium the posteriors have di¤erent

order: pBj < p
B
i : We will show that this is a contradiction.

Using the monotonicity lemma, we can prove our result. The intuition is that if you have a

state si with lower belief � and at the same time higher posterior than another state sj , then the

sender can�t be indi¤erent between lying and telling the truth in states si and sj .
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Lemma 15 The beliefs of the states are weakly ordered according to the posteriors:

�j > �i ) pBj � pBi :

Proof. Consider any two states i and j such that: �j > �i and pBj < pBi : This implies that

US (T ji) = US (Lji) and US (T jj) = US (Ljj) cannot hold at the same time. Recall that

US (T ji) = (1� �i)2 + (1� �) �
X
i�

'T (i; i
�)US (i

�) ;

US (Lji) = �2i + (1� �) �US (1) :

Since the beliefs (�i) have the same order as US (i) ; from the monotonicity lemma we have thatP
i� 'T (i; i

�)US (i
�) �

P
j� 'T (j; j

�)US (j
�) :Thus:

US (T ji) = (1� �i)2 + (1� �) �
X
i�

'T (i; i
�)US (i

�)

> (1� �j)2 + (1� �) �
X
j�

'T (j; j
�)US (j

�)

= US (T jj) :

At the same time we have that:

US (Lji) = �2i + (1� �) �US (1)

< �2j + (1� �) �US (1)

= US (Ljj) :

We have that US (T ji) > US (T jj) and also that US (Lji) < US (Ljj) : Thus, US (T ji) = US (Lji)

which, in turn, implies that US (Ljj) > US (T jj) : However,

US (Ljj) > US (T jj)) qj = 0;

which implies that pBj = 1. This is a contradiction. Thus, the only possibility is if:

US (T jj) = US (Ljj)) US (T ji) > US (Lji)) �i = 1;

but again we have a contradiction.

8.3 Deterministic transition rules

This section shows necessary and su¢ cient conditions for the bounded memory player to use non

random transition rules. The result below shows a necessary condition on the prior, given a memory

size n:
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Proof of Proposition 4. This shows the lower bound on the priors so that the receiver plays

a pure strategy. The proof is by induction. Consider �rst the two last states, n � 1 and n: We

want to compute a threshold on the prior of that memory state such that the receiver will use

'T (n� 1; n) = 1:

We know that �n = 1; if �2n�1+(1� �) � 14 > (1� �n�1)
2+(1� �) �1. Then lying is better than

telling the truth and qn�1 = 0; implying that �n�1 = �n�1: But if the equation above holds with

equality �2n�1 + (1� �) � 14 = (1� �n�1)
2 + (1� �) �1; then the sender is indi¤erent between lying

and telling the truth. Rearranging the incentive compatibility of the sender we have that:

�n�1 =
1

2
+ (1� �) �3

8
: (42)

Thus, we need to �nd the lower bound on prior or, equivalently, the highest q that can support

(42) : The intuition is that if q is too high, the posterior will be low and the receiver will not want

to move forward, so we need to consider the receiver�s incentive compatibility constraint as well.

To compute the incentive compatibility of the receiver, note that: vBn = 0; v
B
n�1 = � (1� �n�1)

2 ;

vSn = �1�
(1��)�
1�(1��)�

1
4 ; and vSn�1 = ��2n�1 �

(1��)�
1�(1��)�

1
4 :

For the receiver�s incentive compatibility to hold, we need that:

pBn�1
�
vBn � vBn�1

�
+
�
1� pBn�1

� �
vSn � vSn�1

�
� 0:

In this context, rearranging terms and substituting the posteriors and the expected continuation

payo¤s we have that:

�n�1
�n�1 +

�
1� �n�1

�
qn�1

�
vBn � vBn�1

�
+

 
1�

�n�1
�n�1 +

�
1� �n�1

�
qn�1

!�
vSn � vSn�1

�
� 0;

which happens if and only if:

�n�1 �
�n�1 + �2n�1

2
: (43)

For any �n�1 that is smaller than the threshold above, we need more q to induce the � needed

for (42) and this would mean that the posterior is too low for the receiver to want to go up. If, on

the other hand, the prior is strictly higher than (43) then we need a lower q and (42) is maintained.

We showed that 'T (n� 1; n� 1) = 0, moving forward is better for the receiver.

The conclusion of this result is that if we arrive at state sn�1 with a �prior��n�1 <
�n�1+�2n�1

2

then we can�t have a pure strategy, and it must be that 'T (n� 1; n� 1) > 0: If we arrive at state

sn�1 with a �prior��n�1 �
�n�1+�2n�1

2 then using pure strategy is best response for the receiver.

Now let�s look at state sn�2 and generalize the argument for states i = n � 2; n � 3; :::1: The

necessary conditions for 'T (n� 2; n� 1) = 1 are the following.
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Suppose (42) and (43) so that the last two states the receiver plays pure strategy. We want to

�nd conditions for 'T (n� 2; n� 1) = 1:

If (42) does not hold with equality, i.e., if it is better for the sender to lie in state sn�1, then

the lower bound is higher. Thus we focus on the case where (42) holds with equality. More on this

appears later. We use the equation:

�n�2 =
1

2
+ (1� �) �

2

�
�2n�1 �

1

4

�
; (44)

together with �n�1 �
�n�1+�2n�1

2 which is the same as
�n�2
�n�2

� �n�1+�2n�1
2 ; in order to write this

condition as:

�n�2 �
�
�n�1 + �2n�1

2

�
�n�2: (45)

If �n�2 is smaller than in equation (45) then when we get to state sn�1 the receiver will rather

stay put than go forward.

We can now generalize the argument and we�ll have that for all i � n� 2 :

�i �
�n�1 + �2n�1

2

n�2Y
k=i

�k: (46)

�

Corollary 4 As the number of memory states increase n ! 1, the threshold computed in (46)

goes to zero:��n ! 0:

The result above guarantees that moving from state n � 1 to state n, 'T (n � 1; n) = 1; is

incentive compatible: But what guarantees that 'T (i � 1; i) = 1;8i < n? In other words, what

guarantees that there will not be any incentive to deviate from the speci�ed deterministic transition

rule? The next lemma answers these questions. I show that if the receiver is playing pure strategy

'T (i; i
�) = 1, the beliefs are computed through Bayesian updating and are such that the sender is

playing a best response. Then it will be incentive compatible for the receiver not to deviate from

the pure strategies. First we check for a deviation from moving forward to staying put. Then we

generalize this result to any deviation of going backwards. The second step is to show that going

forward one state (equilibrium) is better than jumping.

Lemma 16 ��j (1� �j) > ��j
�
1� �j0

�2 � (1� �j)�2j0 , 8j; j0 2M.
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Proof.

�j (1� �j) < �j
�
1� �j0

�2
+ (1� �j)�2j0 ()

�j � �2j < �j � 2�j�j0 + �j�2j0 + �2j0 � �j�2j0 ()

��2j < �2�j�j0 + �2j0 ()

�2j � 2�j�j0 + �2j0 > 0 ()
�
�j � �j0

�2
> 0

This holds for any �j ; �j0 :

To prove proposition 5 in the text, we show two lemmas.

Lemma 17 Suppose that the transition rule is deterministic, 'T (i; i+ 1) = 1; and the strategy for

the sender is a best response for him. Then it must be true that:

pBi�1v
B
i +

�
1� pBi�1

�
vSi � pBi�1vBi�s +

�
1� pBi�1

�
vSi�s;8s > 0:

Proof. We need to show that deviating to state si+1�s will not be a best reply for the receiver

after a true signal is received in state si. Note that we can write the equilibrium payo¤ using the

q and the discount factors.

�eq = ��i

 
nX
k=i

(1� �i)2
!
� (1� �i)

�
qi

�
(1� �i)2 + �US (i+ 1)

�
+ (1� qi)

�
�2i + �

1

4

1

1� �

��
:

(47)

We want an appropriate way to write (47) so that we can compare with the payo¤ from a devia-

tion. Note that we can write �i+(1� �i) qiqi+1 = �i+1�i; �i+(1� �i) qiqi+1qi+2 = �i+2�i+1�i; and

so on. However, (1� �i) qi (1� qi+1) = (1� �i+1)�i; (1� �i) qiqi+1 (1� qi+2) = (1� �i+2)�i+1�i
and so on. We can then write (47) as:

�eq = ��i (1� �i)� �
�
�i�i+1 (1� �i+1) + (1� �i)

1

4

1

1� �

�
� (48)

��2
�
�i�i+1�i+2 (1� �i+2) + �i (1� �i+1)

1

4

1

1� �

�
+ :::

The deviation payo¤ can be written in the same way, but with qdev as being the best response

for the sender after a deviation. Note however, that US (Lji� 1) = US (T ji� 1) ; thus (1� �i�1)2+

�US (i) = �
2
i�1+ �

1
4
1
1�� and therefore, any q

dev
i 2 [0; 1] will not change equation (48). In particular,

consider ~qi = q
eq
i : In fact, consider the same modi�cation for the entire strategy for the sender, i.e.,

~qj = q
eq
j ;8j � i:
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Let�s rewrite the deviation payo¤ replacing the qs in the way suggested above. We want to

compare the payo¤s period by period. At all periods before reaching state sn�s lemma (23) tells us

that the equilibrium payo¤ is higher. It remains for us to show what happens at state sn�s. The

payo¤ in this case is

��i (1� �n�s)2 � (1� �i)
n�1Y
k=i

qk�
2
n�s;

which can be written as:

�
n�1Y
k=i

�k

h
��n (1� �n�s)

2 + (1� ��n)�2n�s
i
:

However, we have that:

�eq (n� s+ 1) > �dev (n� s+ 1) ()

��n (1� �n)
2 + (1� ��n)�2n < ��n (1� �n�s)

2 + (1� ��n)�2n�s

Note that this will happen if and only if:

1� ��n < ��n � 2��n�n�s + ��n�2n�s + �2n�s � ��n�2n�s ()

0 < (1� �n�s) f2��n � (1 + �n�s)g :

Finally, this happens if and only if:

2��n > 1 + �n�s:

However, a necessary condition for equilibrium in pure strategy was that it should be incentive com-

patible for the receiver to update in state sn�1. This condition is that �n�1 �
�n�1+�2n�1

2 ;knowing

that we have that ��n = p
B
n�1 =

�n�1
�n�1

, but �n�1 �
�n�1+�2n�1

2 ; thus ��n �
1+�n�1

2 > 1+�n�s
2 : Thus,

we showed that the equilibrium payo¤ is greater than the deviation payo¤ at every period.

Lemma 18 Under deterministic transition rules we must have that:

�iv
B
i + (1� �i) vSi � �ivBi+s + (1� �i) vSi+s:

Proof. The equilibrium payo¤ is again given by (47), and again we can write as in equation

(48). We can further change the q and write (48) with qn�s = 0;instead: This change in qn�s will

not change the value of �eq since US (Ljn� s) = US (T jn� s) or, (1� �n�s)2 + �US (n� s+ 1) =

�2n�s + �:The deviation payo¤ is:

�dev = ��i

 
nX

k=i+s

(1� �k)2
!
� (1� �i) (49)�

qdevi

�
(1� �i+s)2 + �US (i+ s+ 1)

�
+
�
1� qdevi

��
�2i+s + �

1

4

1

1� �

��
:
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Replace qdevj for ~qj for all j 2 fi+ s; :::; n� 1g : Consider ~qi = qeqi : In fact, consider the same

modi�cation for the entire strategy of the sender, i.e., ~qj+1 = q
eq
j :We �rst show that a deviation to

the immediately higher state is not pro�table. Then, we extend the argument to all other states.

There is also an alternative proof through induction. Even if the bounded memory player could

choose his beliefs satisfying only the incentive compatibility of the sender, he would still choose the

same beliefs induced by the deterministic transition rules.

Once we use ~q as the deviation probabilities for the sender, then (49) can be written as:

�dev = �
h
�i (1� �i+1)2 + �i�2i+1

i
� (50)

��
�
�i

h
�i+1 (1� �i+2)2 + (1� �i+1)�2i+2

i
+ (1� �i)

1

4

1

1� �

�
�

��2
�
�i�i+1

h
�i+2 (1� �i+3)2 + (1� �i+2)�2i+3

i
+ �i (1� �i+1)

1

4

1

1� �

�
+ :::

We now want to compare the payo¤s in (48) but with qn�1 = 0 and (50) period by period.

Note that according to lemma (9) we have that the payo¤ in (48) is greater than the pay-

o¤ in (50) in every period before n � i: At this period, ~qn�1 = 0: Period n � i we have that

��i (1� �n�1)2 � (1� �i)
�Qn�2

k=i qk

�
�2n�1 whereas in the deviation we have that:��i (1� �n)

2 �

(1� �i)
�Qn�2

k=i qk

�
�2n.

We want to show that:

��i (1� �n�s)2 � (1� �i)
 
n�s+1Y
k=i

qk

!
�2n�s > ��i (1� �n)

2 � (1� �i)
 
n�2Y
k=i

qk

!
�2n;

but this happens if and only if:

��i (1� �n�s)2 � (1� �i)
 
n�s+1Y
k=i

qk

!
�2n�s > � (1� �i)

 
n�2Y
k=i

qk

!
:

This can be written as

(1� �n�s)
(
(1� �i)

 
n�s+1Y
k=i

qk

!
(1 + �n�s)� �i (1� �n�s)

)
> 0;

1 + �n�1 � �i

 
n�s+1Y
k=i

qk

!
� �i

 
n�s+1Y
k=i

qk

!
�n�s + �i�n�s > 0:

Finally, this implies that

1� �i

 
n�s+1Y
k=i

qk

!
+ �n�1 + �i�n�1

 
1�

 
n�s+1Y
k=i

qk

!!
> 0;

which is always true. This argument can be extended to all states with higher beliefs. I.e., deviating

to state i+ 2 is worse than i+ 1 and so on.
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In the lemma below we show that there is at most one equilibrium in pure strategies when there

are no identical states.

Proof of Proposition 6. Let � and �0 be the vectors of beliefs associated to two di¤erent

equilibria in pure strategies (if the beliefs are identical, then we must have that the equilibrium is

in fact unique). Assume w.o.l.g. that �i > �0i for some i 2 M. This implies that �i+1 > �0i+1; for

8i < n � 1: This result is true because of the incentive compatibility of the sender, for if �i > �0i
and �i+1 � �0i+1 then it must be that either the receiver is not playing a pure strategy or that the

sender is not indi¤erent between telling the truth or lying in state i in one of the two equilibria.

This would imply that the sender is a deterministic transition rule in state i in one of the two

equilibria. Given this result, now let�s examine two possibilities:

It could be that �n�1 = �0n�1 implies that �n�2 = �
0
n�2; also �n�3 = �

0
n�3; and so on, which is

a contradiction.

It could also be that �n�1 > �0n�1: However, by incentive compatibility of the sender we will

have that �n�2 > �0n�2 and so on. Thus, �1 > �01 ) q1 > q01, which in turn implies that

pB1 < p
0B
1 : We know that �2 > �

0
2 hence q2 > q

0
2. Following the argument we get that p

B
n�2 < p

0B
n�2;

but �n�1 > �0n�1: This is a contradiction since in this case it must be that �n�1 = pBn�2 and

�0n�1 � p0Bn�2: �
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