
Equilibrium and Renegotiation in Delegation

Games

Michele Polo

IGIER and Bocconi University

Milan

Piero Tedeschi

Department of Economics

University of Padua �

Abstract

We propose a general formal structure for symmetric information delegation

games that encompasses many existing economic applications in the �elds of oligopoly

theory, the theory of the �rm, strategic trade policy and international political econ-

omy. We prove that all individually rational allocations are implementable in delega-

tion games with non separable utility. Secondly, we show that contract renegotiation

and non observable contracts have similar e�ects only in particular cases. We prove

that all the equilibria obtained when renegotiation is excluded are implementable as

renegotiation proof equilibria, provided that the side transfer technology implies a

dead-weight loss increasing in the size of the transfer.

JEL: C72, L22

Keywords: Delegation, Renegotiation

1 Introduction

Delegation games represent a strategic situation in which many agencies interact non co-
operatively. In this paper we consider two stage delegation games in which the principals
choose a compensation scheme for their agents, while these latter play a game on behalf
of the principals. The payo�s of all players are determined by the actions chosen by the
agents. The principals can in
uence the outcome of the game indirectly, by shaping their
own agent's reaction function through the design of an incentive scheme, which becomes
public information once chosen 1.

�Mailing address: Michele Polo, Dept. Economics, Bocconi University, Via Sarfatti 25, 20123 Milan,
Italy, e-mail: michele.polo@uni-bocconi.it. Financial support is acknoledged from MURST (Italian Uni-
versity Department) "Rapporti di agenzia in organizzazioni pubbliche e private" (Michele Polo), from
MURST "Teoria dei giochi e applicazioni" (Piero Tedeschi) and from Universita' Bocconi "Fondo per il
sostegno della ricerca di base" (both authors). We wish to thank Pier Paolo Battigalli, Jacques Cremer,
Pier Angelo Mori and Guido Tabellini. Usual disclaimers apply.

1Alternatively, one could think of the principals as choosing the type of their own agent.
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This framework has been applied to a variety of economic problems, a (probably
incomplete) list of which includes managerial contracts and vertical relations in oligopoly,
strategic trade policy and international political economy2. The �rst topic was �rst
explored, largely at a qualitative level, by Vickers' (1985) seminal paper, and further
developed by Fershtman and Judd (1987), Sklivas (1987), Polo and Tedeschi (1992)
and Katz (1991). The e�ects of strategic delegation on the internal architecture of
�rms is analized in Koray and Sertel (1989) for what concerns hierarchical relations and
in Polo and Tedeschi (1990) with reference to the �rm divisional structure. Vertical
contractual relations are studied in K�uhn (1990). Delegation games proved to be very
useful for the analysis of policy design issues. For instance, the theory of strategic trade
policy was originated by two seminal contributions by Brander and Spencer (1983),
(1985) and developed by a series of paper, examples of which are Eaton and Grossman
(1986), Laussel (1992) and Maggi (1991). Finally, an example of international political
economy models is Persson and Tabellini (1992). It is worth noting that this literature
has been developed almost completely through examples, with very few general results.
Exceptions are Fershtman, Judd and Kalai (1991), Katz (1991) and Caillaud et al.
(1993). The �rst proves a Folk Theorem in delegation games with separable utility. Katz
shows that most of the strategic e�ect of delegation is lost if contracts are unobservable.
Caillaud et al. prove that with asymmetric information delegation has strategic e�ects,
even if secret renegotiation is allowed. However, to obtain this result, it is necessary to
make speci�c assumptions about strategic complementarity and on the direct e�ect of the
opponents' action on the principals' welfare. The results in Caillaud et al. (1993) were
anticipated by examples examined in Katz (1991) and in Fershtman and Judd (1986).

Our �rst aim is to prove the existence and to characterize the set of equilibria in a
uni�ed formal structure, which can encompass most of the quoted 2-agency models with
symmetric information 3. In this framework we prove a Folk Theorem for delegation
games. The result is more general than the one obtained in Fershtman, Judd and Kalai
(1991), since we allow for non separable utilities. Moreover, the set of equilibrium allo-
cations includes all the individually rational allocations and not only the Pareto e�cient
ones, as in that paper. The proof of the Folk Theorem uses a preliminary result, that we
de�ne Stackelberg Property, which shows that the incentive compatibility constraint of
the agent is not binding for his own principal4 . Hence, in a subgame perfect equilibrium,
each principal chooses a contract which induces the most preferred allocation on the re-
action function of the rival agent, once taken into account the participation contraint of
her own agent, i.e. each principal acts as a Stackelberg leader with respect to all agents.

The Stackelberg Property allows us to show why the high multiplicity of equilibria
implied by the Folk Theorem is endemic in these models. The explanation is intuitively as
follows. Suppose that the equilibrium is an internal maximum for both agencies and that

2Moreover, delegation games have close relations with supply function equilibria - Klemperer and
Meyer (1989).

3Almost all the applications, as well as the theoretical papers by Fershtman Judd and Kalai (1991),
Katz (1991) abd Caillaud et al. (1993), deal with 2-agency delegation games.

4In what follows we shall conventionally use the female for the principal and the male for the agent.
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the maximizing action of both agents is unique in the neighborhood of the equilibrium.
The equilibrium imposes only local restrictions on the compensation schemes, i.e. the
indi�erence curve of each principal must be tangent to the best reply function of the
other agent5. If the principals have enough degrees of freedom in shaping the reaction
function of their own agent, almost any allocation can be sustained as an equilibrium
of the delegation game. While in some applications there exists a unique equilibrium,
e.g. Fershtman and judd (1987) and Sklivas (1987), this result is obtained by imposing
strong restrictions on the set of feasible contracts. Polo and Tedeschi (1991) prove in
the same setting the existence of a high multiplicity of equilibria if the set of feasible
contracts is su�ciently enlarged.

The second aim of this paper relates to renegotiation and observability of contracts.
It is often argued that the relevance of delegation games is questionable, since their
main results hold only under very restrictive assumptions, i.e. that agents' contracts are
public information and not renegotiable. When one of these assumptions is removed, it
can be proved that the wide multiplicity of equilibria disappears, often remaining with
the set of equilibria of the game without delegation. To illustrate this point, suppose
that the payo�s of the agents depend only upon their own compensation scheme, which
is public information. In that case each player can compute the best reply functions and
the Nash equilibrium of the agents' game. Suppose now that principal i can secretly
renegotiate the compensation to agent i. Since the other agent cannot observe principal
i's deviation, he cannot react. This implies that principal i will compute the payo� of her
deviation from the proposed strategy pro�le holding the other agent's action, and not his
best reply function, constant. Hence, when designing the optimal (secret) side contract
each principal solves a problem that is very similar to the one in which the contract is
private information. Katz (1991) argues that the non-observability of contracts and the
possibility of secret renegotiation produce the same e�ects in delegation games, since in
both cases the strategic dimension of delegation is almost completely lost, at least under
symmetric information. With asymmetric information the same work by Katz (1991)
and especially that of Caillaud et al. (1993) prove that delegation preserves a strategic
e�ect under speci�c assumption, but a Folk Theorem cannot be proved.

Contrary to Katz's (1991) argument, and maintaining the assumption of symmetric
information, we prove that renegotiation proof equilibria can induce a set of outcomes
identical to that of the games where renegotiation is excluded. The crucial condition is
that the side transfer technology implies a dead-weight loss increasing in the size of the
side compensation. This assumption has been used with di�erent motivations both in
the theory of interest groups - Stigler (1971) - and in that of collusion in organizations
- Tirole (1992), p. 152. In our case, by designing the main contract with a kink at the
equilibrium allocation, the principals are able to make ex post renegotiation too costly

5Of course, also the second order conditions must be satis�ed, which anyhow translate into weak
restrictions on the compensation schemes. Moreover, the notion of indi�erence curves must be quali�ed,
since in constructing them we need to take care of the participation constraint of the agent. Hence, the
indi�erence curves imply the same payo� for the principal while maintaining the agent at the reservation
utility.
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for themselves. This result holds for increasing, but arbitrarily small, extra-costs of the
side contract.

The paper is organized as follows. In the next section we set up the model. In the
third section we prove a Folk Theorem for delegation games. Section 4 modi�es the
model in order to take into account the issue of renegotiation proofness. In section 5
we derive the main propositions regarding renegotiation proof equilibria. Concluding
remarks follow.

2 2-Agencies Delegation Games

In this section we set up the main features of a 2-agency delegation game, stating and
discussing the relevant assumptions. Informally, this class of games describes the strate-
gic interaction between two agencies, each composed by one principal and one agent.
The principals do not participate directly in the game, which is played on their behalf
by the agents. However, the former can in
uence the outcome of the game by shaping
the payo� of the latter. We �rst introduce most of the assumptions and then discuss
them brie
y.

Assumption 1 (Players). The set of players is I = fp1; p2; a1; a2g and can be partitioned
in two subsets: P = fp1; p2g, the set of principals, and A = fa1; a2g, the set of agents.
Players pi and ai constitute agency i.

Assumption 2 (Agents' actions). Si � < is the compact action set of agent ai 2 A
and si, si 2 Si, is its generic element. We adopt the usual notation, S = S1 � S2, with
generic element s.

Assumption 3 (Principals' utility). uip : S � < ! <+ is the utility function of pi with
the following properties: uip 2 C2, it is strictly quasi-concave in fsi; mig and strictly
decreasing in mi, which is agent i's compensation.

Assumption 4 (Agents' utility). uia : S � < ! <+ is the utility function of ai with
the following properties: uip 2 C3, it is strictly quasi-concave in fsi; mig and strictly
increasing in mi, for any s 2 S.

Assumption 5 (Individual rationality constraint). The outside options for the principals
and the agents are respectively: up for all pi and ua for all ai. Moreover de�ne the princi-
pal's min-max utility uimM as uimM = minsj maxsi;mi uip(s;m

i), subject to uia(s;m
i) � ua.

The set of individually rational allocations for agency i is:

Si
0 =

n
s 2 S j 9mi : uia(s;m

i) � ua; u
i
p(s;m

i) � max(up; u
i
mM)

o
for i = 1; 2, while the set of individually rational allocations is S0 = S1

0 \S
2
0 . We assume

that S0 is non empty.

4



In Assumption 1 we consider simple agencies with only one principal and one agent.
Assumption 2 implies that each agent's action space is an interval on the real line. The
utility of each principal and agent (Assumptions 3 and 4) depends upon the actions
taken by the agents; mi is a transfer payment from pi to ai. Note that we do not
assume separable utility in income and actions, neither in the principals', not in the
agents' utility function as it is usually done in this literature. Moreover, to obtain a
non trivial solution of the game, we impose further restrictions on the utility functions,
concerning the individual rationality constraints for principals and agents (Assumption
5). The individual rationality constraint for the principal implies that the utility must
be at least equal to the largest value between the outside option and the min-max. In
fact, the principal can never be forced to go below these two levels of utility. Finally, we
consider a two stage game, characterized by the following timing.

Assumption 6 (Timing of the game). The utility functions of all principals and all
agents are common knowledge from the beginning.

t1 : Each principal proposes a contract �i; �i : S ! <, to the agent, who can accept
it or not. If ai refuses it, the game is over, otherwise if continues;

t01 : All contracts become public information;

t2 : Each ai chooses an action si 2 Si;

t3 : s is observed (and veri�able) and all contracts are implemented.

Thus, the principals have all the bargaining power with respect to their own agents.
Moreover, Assumption 6 above implies a symmetric information game, contrary to the
usual agency problem. This is a common assumption in the literature on delegation
games, with few exceptions, notable examples of which are Caillaud et al. (1993), Fer-
shtman and Judd (1986) and Katz (1991). The following two assumptions complete the
description of the game.

Assumption 7 (Principals' strategy). The strategy set of principal pi is the set M i of
all functions �i : S ! <. The set of principals' strategy pro�les is M = M1 �M2, with
generic element �.

The assumption about the contract form may seem rather unrealistic. In fact, we
rarely observe contracts conditioned on the actions of both agents. However, the assumed
contract form does not seem very restrictive, if we interpret it as a recuced form of more
realistic ones6.

6In the managerial contracts literature, for instance, managers' compensations are conditioned to
some linear combination of revenues, costs and rival �rms' pro�ts. This is equivalent to conditioning the
compensation to the managers' actions. In asymmetric information delegation games this assumption
would obviously be much less innocuous.
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Assumption 8 (Agents' strategy). A strategy for agent ai is the choice of a function
�i : M ! Si. �i is the strategy set of agent ai and the set of all agents' strategy pro�les
is � = �1 � �2, with generic element �.

Given Assumptions from 1 to 8, a two stage delegation game is

�d =
n
fP;Ag; fM;�g; fuip; u

i
agi=1;2; fup; uag

o
In the next section we analyse the equilibria in delegation games.

3 A Folk Theorem for Delegation Games

In the previous section we have de�ned a two-stage game of symmetric information,
whose appropriate equilibrium concept is subgame perfection. Consequently, the equi-
librium analysis requires to work backward, beginning from the last stage game played
by the agents.

~�i(sj ;�i) is an implementable reply function for ai if there exists a �i such that

~�i(sj ;�i) 2 argmax
si

uia(s
i; sj ;�i(si; sj)) (1)

~�i(�) identi�es a function that principal pi can implement as ai's best reply. The Nash
equilibrium in the last stage game among agents can now be de�ned in the traditional
way. A Nash equilibrium in the 2-agent game at t2 is a set of functions

�̂(�) = f�̂i(�); �̂j(�)g

such that

�̂i(�) = ~�i(ŝj ; �i) and uia(ŝ;�(ŝ)) � ua

for i = 1; 2, where ŝi = �̂i(�) and ŝ = �̂(�).
A subgame perfect equilibrium in �d, (SPE), is given by two sets of functions �̂ and

�̂ such that

uip

�
�̂(�̂); �̂i(�̂(�̂))

�
� uip

�
�̂(�i; �̂j); �i(�̂(�i; �̂j))

�
(2)

for any �i 2M i, i; j = 1; 2; i 6= j and where �̂ is a Nash equilibrium in the agents' game.
The following theorem establishes a preliminary and useful result.

Theorem 1 (Stackelberg Property): Necessary and su�cient condition for two set of
functions �̂ and �̂ to constitute a SPE is that, setting ŝ = �̂(�̂) and m̂ = �̂(ŝ), ŝ and m̂
are the solution of the following problem (S) for all i:
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maxsi;mi uip(s;m
i)

(S) s.t. s 2 Si
0

sj = ~�j(si;�j)

Proof: The proof is by contradiction. Notice that ŝ 2 S0, because the participation
constraint must hold for all i. Moreover, since we maximize principals' utility, the
individual rationality constraint of both agents will bind. Furthermore, in S0 principals'
individual rationality constraint is certainly satis�ed. Suppose that ŝ and m̂ are the
solution of problem (S) for all i, but �̂ and �̂ are not a SPE. Since (S) must hold for all
i, it is easy to check that �̂ is a Nash equilibrium in the agents' game. Therefore, if �̂
and �̂ are not a SPE there must exist for at least one principal a pro�table deviation, i.e.
a contract �i such that the vector of contracts � = f�

i
; �̂jg induces a Nash equilibrium

outcome for the last stage game s = fs
i
; s

j
g = f~�i(s

j
; �

i
); ~�j(s

i
; �̂j)g that satis�es

uip

�
s; �

i(s)
�
> uip

�
ŝ; �̂i(ŝ)

�
Hence ŝi and m̂i cannot be the solution of program (S). Now suppose that �̂ and �̂ are
a SPE but that ŝ and m̂ do not solve problem (S) for agency i. In this case there must
exist a couple si and mi such that

uip

�
si; ~�j(si; �̂j); mi

�
> uip(ŝ; m̂)

uia

�
si; ~�j(si; �̂j); mi

�
= ua

It is easy to prove that uia(ŝ; m̂
i) = ua. By continuity it is always possible to �nd an

�mi > mi such that

uip

�
si; ~�j(si; �̂j); �mi

�
> uip(ŝ; m̂)

uia

�
si; ~�j(si; �̂j); �mi

�
> ua

Therefore the principal can choose the following contract:

�i =

(
�mi if si = si

�̂i(s) otherwise

By construction this contract induces (si; ~�j(si; �̂j) as the equilibrium outcome of the
agents game and therefore it is a pro�table deviation for the principal. We conclude that
�̂ and �̂ cannot be a SPE. 2

Problem (S) is the usual Stackelberg problem in a sequential game. Theorem 1 shows
that ai's incentive compatibility constraint is not binding for pi. Hence, in a SPE, each
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principal acts as a Stackelberg leader with respect to the other agent, picking the most
preferred allocation along the rival agent's best reply function, once taken into account
the participation constraint of the agent.

This fact can be better appreciated if we use contracts in C2. The �rst order con-
ditions of problem (S), being �i the Lagrange multiplier of agent i's participation con-
straint, become

@uip
@si

+
@uip
@sj

�
@~�j

@si
+ �i

 
@uia
@si

+
@uia
@sj

�
@~�j

@si

!
= 0

@uip
@mi

+ �i
@uia
@mi

= 0

which jointly give:

@~�j

@si
= �

@uip=@s
i

@uip=@m
i �

@uia=@s
i

@uia=@m
i

@uip=@s
j

@uip=@m
i �

@uia=@s
j

@uia=@m
i

(3)

Equation ( 3) has a nice geometric interpretation. Consider a contract �i(s) which, in
a neighborhood of the equilibrium, keeps ai's utility constraint at the reservation value,
i.e. uia(ŝ; �

i(s)) = ua. The partial derivatives of the contract are

@�i

@si
= �

@uia=@s
i

@uia=@m
i

@�i

@sj
= �

@uia=@s
j

@uia=@m
i

Principal pi's indi�erence curves, when agent ai is kept at the reservation utility, are
therefore implicitly de�ned as uip(ŝ; �

i(s)) = k, with slope

@sj

@si
juip=k= �

@uip
@si

�
@uip
@mi �

@uia=@s
i

@uia=@m
i

@uip
@sj

�
@uip
@mi �

@uia=@s
j

@uia=@m
i

(4)

whose r.h.s. equals the r.h.s. of ( 3). Hence, in a SPE this sort of indi�erence curve for pi

is tangent to the rival agent aj 's best reply function, as it usually occurs in a Stackelberg
equilibrium when pi is the Stackelberg leader. In delegation games this condition holds
simultaneously for all principals, i.e. all principals act as Stackelberg leaders with respect
to all agents.

The tangency condition derived is very useful to construct equilibria in speci�c exam-
ples. Consider the literature on managerial contracts in oligopoly: Fershtman and Judd
(1987) and Sklivas (1987) consider a homogeneous product linear duopoly with demand
curve p = a � bQ and costs Ci = cqi and managers interested only in their salary. The
contracts considered are linear in revenues Ri and costs Ci.

�i(q) = �i + Ri(q)� �iCi(qi) = �i + (a� �ic)qi � bqiqj � b(qi)2
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The slope of agent's best reply function is -1/2 and the principal is able only to
shift its intercept through the parameter �i. Since the slope of the isopro�t curve is
(a � c � 2bqi � bqj)=bqi, the tangency condition is met only at one point, which is
qi = qj = 2(a� c)=5b.

Polo and Tedeschi (1992) consider in the same setting a class of contracts with relative
performance

�i(q) = �i + Ri(q)� �iCi(qi) + 
i�j(q)

= �i + (a� �ic)qi � (b+ 
i)qiqj � b(qi)2 � 
ib(qj)2 + (a� c)
iqj

It is easy to check that now the slope of the agent's best reply function is �(b+
i)=2b:
the principal is now able to choose the intercept and the slope of her agent's reaction
function, and the tangency condition can be met at any individually rational allocation.

The above analysis can be used to prove a Folk Theorem for SPE in delegation games.

Theorem 2 (Folk Theorem): All the individually rational allocations S0 are imple-
mentable as subgame perfect equilibrium outcomes with di�erentiable contracts.

Proof: Fix an allocation ŝ 2 S0 and the corresponding money transfers m̂ such that
uia(ŝ; m̂

i) = ua. The values of uip and uia and their respective derivatives of all orders are
determined at (ŝ; m̂). Take any pair of di�erentiable compensation functions ��i(s), sup-
pose that ŝ is an internal maximum7 and evaluate the restrictions on the compensation
functions that must be met in agents' and principals' problems. From agents' problem
we obtain three conditions:

��(ŝ) = m̂ (5)

@uia
@si

+
@uia
@mi

�
@��i

@si
= 0 (6)

@2uia
@si2

+
@2uia
@mi@si

�
@��i

@si
+

@uia
@mi

�
@2��i

@si2
< 0 (7)

For agent i, ( 5) determines the intercepts of the contract, ( 6) determines the value of
@��i=@si, while ( 7) sets restrictions on the possible values of @2��i=@si2. The principals'
programs impose further restrictions on the admissible compensation schemes. The �rst
order conditions are summarized for each principal in equation ( 3). Since the r.h.s.
of ( 3) is a number at the proposed allocation, from principal j's program we obtain a
restriction on the slope of agent i's best reply @~�i=@sj . Totally di�erentiating ( 6) we
obtain:

7This is not restrictive since, given our assumptions on the utility function of agents and principals,
the tangency condition we are using can be implemented even at the boundary of S0 for right or left
derivatives. Hence by focussing on internal maxima we are able to map all the relevant allocations.
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@~�i

@sj
= �

@2uia
@si@sj

+ @2uia
@mi@sj

� @��
i

@si
+ @uia

@mi �
@2��i

@si@sj

@2uia
@si2

+ @2uia
@mi@si

� @��
i

@si
+ @uia

@mi �
@2��i

@si2

(8)

which has to be equated to the r.h.s. of ( 3). Hence the principals' �rst order conditions
can be met by choosing suitable values of @2��i=@si2 and @2��i=@si@sj . Finally, the second
order conditions for principals' program set restrictions on the sign of the determinant
of the Hessian matrix, which is a function of @2~�i=@sj2, which in turn can be set at
the desired level through the terms @3��i=@si2@sj ; @3��i=@si@sj2 and @3��i=@si3. A pair
of contracts with polynomial form can always meet all the restrictions on the partial
derivatives and on the intercept induced by the �rst and second order conditions of the
agents' and principals' problems, which were just described. So we know that the initial
allocation (ŝ; m̂) is a local maximum for the agents, while ��(s) is a local maximum for
the principals. We can always �nd a polynomial function which satis�es the second order
conditions globally in S. 2

Theorem 2 states that, in general, any equilibrium ourcome ŝ consistent with the
individual rationality constraints can be implemented as a SPE in a delegation game.
This result resembles, in a static setting, the well known Folk Theorem in repeated
games. The multiplicity of equilibria is endemic in delegation games and derives from
two di�erent features of the model; �rst of all, the equilibrium conditions set only local re-
strictions on the compensation schemes of the agents at a speci�c equilibrium point, and
are consistent with many di�erent contracts associated to the same equilibrium outcome
ŝ. Secondly, the principals are able to implement many di�erent equilibrium outcomes
by selecting the appropriate compensation schemes. We have therefore a multiplicity of
equilibria in both the contract and the action spaces8.

4 Renegotiation

It has been argued - Katz (1991) - that admitting the possibility of renegotiating the
contracts has the same e�ects on delegation games as the assumption of non observ-

8Our result, as well as the nature of the multiplicity of equilibria and the crucial conditions for an
equilibrium, share some features of the literature on competition in supply functions - Klemperer and
Meyer (1989). In that setting, �rms compete in the market by committing to a supply schedule, while
in equilibrium each �rm maximizes pro�ts given its residual demand, which is determined by the rival's
supply function. The main di�erence between the supply function approach and our own is that in our
model each principal must take into account her agent's preferences and participation constraint in order
to implement an action through an incentive scheme. The participation constraint implies that the set
of equilibrium allocations might be smaller in a delegation game than in a supply function model, while
agent's preferences impose stronger restrictions on the set of contracts which can implement a particular
allocation in delegation as compared to supply function models. In many applications, e.g. managerial
contracts and retailer-producers relations, agents' utility does not depend directly upon actions and their
outside option is the same as that of the principals. In these cases we expect a one-to-one relation between
delegation and supply function equilibria. For similar results in an asymmetric information model see
K�uhn (1990).
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able contracts, that is it reduces the strategic e�ect of delegation. With asymmetric
information Katz (1991) and Caillaud et al. (1993) prove that delegation can still have
strategic e�ects under speci�c assumptions, even if secret renegotiation is admitted, but
the Folk Theorem result does not hold anymore. In this section we shall show that the
consequences of renegotiation are not necessarily the same as those of non observable
contracts, even with symmetric information. More precisely, renegotiation reduces the
possibilities for the strategic use of delegation only when the side and the main con-
tracts are perfect substitutes for the principals. If, on the contrary, there is a (slightly)
higher marginal cost in compensating the agent through a side contract, then delegation
induces the large multiplicity of equilibria described in section 3 9. If, instead, renegotia-
tion implies a lump sum dead-weight loss, delegation still enlarges the set of equilibrium
allocations, but in general a Folk Theorem does not hold.

The formal assumptions of the model are as follows. All the assumptions from 1 to 5
are almost the same as in section 2. That amounts to saying that we have two agencies
each composed by one principal and one agent. The agents' sets of actions are interval
in <, as in the previous sections. The agents' utility functions have the same properties
and players face the same individual rationality constraints as in section 2. The only
modi�cation refers to the utility function of the principals.

Assumption 3r (Principals' utility). uip : S � < � < ! <+ is the utility function of
pi with the following properties: uip 2 C2, it is strictly quasi-concave in fsi; mi

m; m
i
sg

and strictly decreasing in the compensations determined by the main contract, mi
m, and

by the side contract, mi
s. Total compensation is the sum of the main and of the side

compensations, i.e. mi = mi
m+mi

s. Moreover we assume that @uip=@m
i
s < @uip=@m

i
m for

8s 2 S and any value of mi.

The main di�erence with respect to Assumption 3 is that 3r speci�es di�erent
marginal costs to the principal for the main and the side contracts. In particular there
is a cost in deviating from the main contract represented by the assumption about the
derivatives of uip with repect to the main and the side compensations 10. Transferring
one unit of money to the agent through the side contract costs more to the principal
in utility terms than through the main contract. There are various justi�cations of this
assumption, broadly related to the cost of keeping secret the contract. Higher costs
can depend upon internal organization reasons, upon capital market imperfections that
make �nancing the side transfer more costly, or can derive from the use of non monetary
transfers. In a word, these renegotiation costs are additional transaction costs 11.

9Hence, we focus on side transfer technologies that imply a dead-weight loss increasing in the size of
the secret transfer of money from the principal to the agent. Transfer costs play a crucial role also in
the theory of interest groups and regulation (Stigler (1971)) and in the analysis of collusion in agency
relations (Tirole (1992)). In these cases the dead-weight loss derives from the use of some "income
equivalent" instead of money in the side transfer and again it is increasing in the size of the transfer.

10It could be objected that we do not consider principal's deviations with a negative side transfer. It
will be argued that this is not a relevant deviation when checking for renegotiation proofness.

11An alternative assumption could be that the side transfer implies a lump sum dead-weight loss. The
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Finally, the utility function of the agent has the form uia(s;m
i
m + mi

s). Therefore,
side and main contracts are perfect substitutes for the agent. Assumption 6r adapts the
timing of the game to the present three stage case.

Assumption 6r (Timing of the game). The utility functions of all principals and all
agents are common knowledge from the beginning.

t1 : Each principal proposes a main contract �im to the agent who can accept it or
not; the main contract is a function �im : S ! <. If ai refuses it, the game is over,
otherwise if continues;

t01 : All contracts become public information;

t2 : Each pi proposes a side contract �is to the agent who can accept it or not; the side
contract is a function �is : S �Mm ! <, where Mm is the set of principals' main
contracts o�ered ad t1. If ai refuses, then only the main contract is enforceable,
otherwise they are both enforceable, i.e. the total compensation is mi = mi

m+mi
s,

where mi
m = �im(s) and mi

s = �is(s).

t3 : Each ai chooses an action si 2 Si;

t4 : s is observed (and veri�able) and all contracts are implemented.

The crucial di�erence between the main and the side contract is that while the former
becomes public information, the latter is privately observed by ai and pi. The e�ects of
assuming @uip=@m

i
s < @uip=@m

i
m might be now better understood. If the two derivatives

were equal, there would not be any di�erence between the main and the side contracts,
that is, the principals would be able to counterbalance the main contract with the side
payment, obtaining in t2 any desired net payment to the agent with no additional cost.
This is no longer the case if the side transfer is more costly to the principal than the
main contract.

In the present set up we have also to modify the assumptions referring to players'
strategies.

Assumption 7r (Principals' strategy). pi in t1 chooses a main contract �im : S ! <.
The set of all such functions is M i

m and that of principals' strategy pro�le in t1 is
Mm = M1

m �M2
m. p

i in t2 chooses a side contract �is : S �Mm ! <. The set of all such
functions is M i

s while Ms is the corresponding set of strategy pro�le.

reason why we are assuming transaction costs increasing in the deviation is twofold. On the one hand,
the case of increasing transaction costs allows us to reach more precise and better characterized results
with respect to the lump sum case. Hence, we deal with the former more extensively. On the other
hand, on a theoretical ground, it is not clear to us why the lump sum case should be more relevant than
the alternative one, as a representation of the costs of keeping secret the side contract. While a precise
assessment of which is the correct assumption can be done only empirically and case by case, it is here
convenient to analyze more in details the assumption which allows us to derive stringer results.

12



Assumption 8r (Agents' strategy). A strategy for agent ai is the choice of a function
�i : Mm �Ms ! Si. �i is the strategy set of agent ai and the set of all agents' strategy
pro�les is � = �1 � �2, with generic element �.

Given Assumptions 1, 2, 3r, 4, 5, 6r, 7r, and 8r, a three stage delegation game with
renegotiation is

�dr =
n
fP;Ag; fMm;Ms;�gfu

i
p; u

i
agi=1;2; fup; uag

o

5 Existence of a Renegotiation Proof Equilibrium

Subgame perfection remains the appropriate equilibrium concept also in this modi�ed
setting, given the time and information structure described in Assumption 6r. The
de�nition of subgame perfection in this new set up is easily derived from that of section 3.
Before stating the main results, it is necessary fo de�ne a Renegotiation proof equilibrium
(RPE). An equilibtium f�̂m; �̂s; �̂g is said to be renegotiation proof if it is subgame
perfect and if �̂s(�̂m(s); s) = 0; 8s 2 S. The de�nition of renegotiation proofness in
the present context is quite obvious: the contract must satisfy the proposed equilibrium
concept and no principal proposes and/or no agent accepts a side contract.

Theorem 3 The set Ŝr of outcomes induced as an RPE of �dr when �̂m is di�erentiable
and such that it induces internal maxima for the agents' problem is generically of zero
measure.

Proof: Consider the last stage game, where the main contract �̂im(s) is already chosen
and the side contract �is is to be determined for each agency. Let ŝ be the allocation and
m̂m be the set of money transfers that emerge in the agents' game equilibrium if no side
contract is o�ered, i.e. if �is(s) = 0; 8s 2 S; i = 1; 2. Principal pi's problem (R) when
choosing the side contract is

(R) max
mi

s;s
i
uip(s

i; ŝj ; �̂im(s
i; ŝj); mi

s)

s.t. uia(s
i; ŝj ; �̂im(s

i; ŝj) +mi
s) � ua

The �rst order conditions, evaluated at mi
s = 0 and si = ŝi are

@uip
@si

+
@uip
@mi

m

�
@�̂im
@si

+ �i
 
@uia
@si

+
@uia
@mi

�
@�̂im
@si

!
= 0 (9)

@uip
@mi

s

+ �i
@uia
@mi

= 0 (10)
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where �i is the Lagrange multiplier of the agent's participation constraint in problem (R).
Since by assumption we must be at an equilibrium in the agents' game with di�erentiable
contracts, the following holds:

@uia
@si

+
@uia
@mi

�
@�̂im
@si

= 0 (11)

which, together with ( 9), implies

@uip
@si

+
@uip
@mi

m

�
@�̂im
@si

= 0 (12)

On the other hand, solving ( 11) and ( 12) for @�im=@s
i and equating them, we obtain

@uip=@s
i

@uip=@m
i
m

=
@uia=@s

i

@uia=@m
i

(13)

For generic utility functions uip and uia, ( 13) and the participation constraint of the
agent are satis�ed simultaneously with equality sign only in isolated points. At these
allocations pi has no incentive to o�er a side contract, i.e. the main contract and the
agents' choices are RPE. Finally, a suitable choice of �i solves ( 10), which therefore does
not pose any further restriction. 2

Notice that in problem (R) we use the rival agent's action ŝj , and not his best reply
function ~�j , because a deviation of pi from a RPE is not observed by the other agency
and therefore the new best reply function chosen by agent ai cannot be conjectured by

the other agent. For the same reason, the term
@uip
@sj

@~�j

@si
does not appear in ( 9). This

is formally the main implication of the assumption of non observable side contracts.
Furthermore, in the models in which agents' utility does not depend upon the actions
but only on the payment, as usually assumed in the managerial contracts literature, at
an agents' equilibrium @uia=@s

i = 0 and ( 13) implies @uip=@s
i = 0, which correspond to

the �rst order conditions of a game in which the principals play directly the game. In
this case, with di�erentiable main contracts, the game with unobservable side contracts
and that without delegation have the same subgame perfect equilibrium outcomes.

Theorem 3 implies that a necessary condition for an outcome not belonging to Ŝr
to be sustained as RPE is that the main contract of each agency �im(s) has a kink at
the equilibrium outcome. The next theorem shows that the entire set of individually
rational outcomes can be sustained as a RPE by such contracts.

Theorem 4 All the individually rational allocations S0 can be implemented as RPE
outcomes in �dr . If ŝ 62 Ŝr (the set of RPE de�ned in Theorem 3) the main contracts of
all agencies, �̂m(s), must be non di�erentiable at ŝ.

Proof: The proof will be constructive. Suppose that the strategy pro�le (�̂; �̂) with
outcome (ŝ; m̂) is a SPE with di�erentiable contracts in the delegation game without

14



renegotiation �d with the same players and utility functions as in �dr . We know from
Theorem 2 that (�̂; �̂) exists for any ŝ 2 Ŝ. Now consider �dr and set �im = �̂i. Let's
consider two cases.
a) At the allocation ŝ

@uip
@si

+
@uip
@mi

�
@�im
@si

> 0 (14)

( 14) and ( 11) imply that ( 9) is positive, i.e. the principal has an incentive to induce
an increase in si through secret renegotiation. Therefore for si � ŝi the proposed main
contract does not pose any problem. Let's consider whether we can modify the contract
in order to make it renegotiation proof also for si > ŝi. If we choose a main contract ~�im
which satis�es ( 9) as an equality for mi

s = 0 and si = ŝi, the principal has no incentive
to o�er a side contract, provided that the second order conditions are globally satis�ed.
Moreover, from ( 9) and ( 10) we obtain 

1�
@uip=@m

i
m

@uip=@m
i
s

!
�
@~�im
@si

=
@uip=@s

i

@uip=@m
i
s

�
@uia=@s

i

@uia=@m
i

(15)

Still, from ( 9) and ( 10) it derives 
1�

@uip=@m
i
m

@uip=@m
i
s

!
�
@�̂i

@si
>

@uip=@s
i

@uip=@m
i
s

�
@uia=@s

i

@uia=@m
i

which implies that @�̂i=@si > @~�im=@s
i. This, in turn, implies that

@uia
@si

+
@uia
@mi

�
@~�im
@si

< 0

in a right neighborhood of ŝi and consequently ŝi is still the optimal action for the
agent. It is obviously always possible to choose a ~�im is such a way that the second order
conditions are globally satis�ed. Consequently, the main contract

�̂im(s) =

(
~�im(s) for si > ŝi and sj = ŝj

�̂i(s) otherwise
(16)

is renegotiation proof and induces ŝ as a SPE outcome.

b) In the non renegotiation proof SPE, at the allocation ŝ

@uip
@si

+
@uip
@mi

m

�
@�̂im
@si

< 0 (17)

Then for si � ŝi the non renegotiation proof contract can still be used. For si < ŝi the
proof can be easily adapted from that of case a) above. 2

The proof of the Theorem o�ers a clear insight on how a RPE works. We have seen
that in general the principal has a �rst order incentive to secretly induce a deviation, if
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she uses a di�erentiable main contract. In fact, in a secret renegotiation the principal has
to maintain the agent at his reservation utility ua, by compensating the agent through
the side transfer mi

s. But with a smooth main contract, at ŝ, the agent has only second
order e�ects in deviating from ŝi, and therefore he requires only second order modi�ca-
tions of the side transfer in order to remain indi�erent. Hence, if the main contract is
smooth at ŝ, the principal can pro�tably deviate. By designing the main contract kinked
at the proposed allocation, we can induce �rst order e�ects of the desired magnitude if
the agent deviates. The relative ine�ciency of using the side contract enables to make
it unpro�table to o�er the side contract to induce a deviation 12. In summary a renego-
tiation proof main contract must counterbalance the principal's incentive to deviate by
making very costly to the agent to comply to the principal's desire. According to such
a contract, the agent requires a high compensation in order to deviate; since this latter
must be payed ine�ciently through the side transfer, inducing the deviation becomes
unpro�table for the principal. The two ingredients that allow to obtain this result are a
kink in the main contract ~�im at the desired action ŝi and a higher marginal cost of the
side contract for the principal.

If renegotiation implies a lump sum dead-weight loss, when o�ering a side contract the
principal compares her �rst order increase in utility to the lump sum cost and the extra
payment due to her agent. This payment has only second order e�ects on principal's
utility, since there is always a smooth contract which implements the desired action.
It is intuitive that renegotiation will occur if the lump sum dead-weight loss is lower
than the increase in utility the principal can obtain by inducing the agent's deviation.
Large lump sum losses will prevent most of the possible deviations, thus making a large
set of allocations to be renegotiation proof equilibrium outcomes. However, small lump
sum costs would be insu�cient to prevent renegotiation in a large set of allocations.
In all cases, it will be true that the set of implementable allocations has a positive
measure, event though the Folk Theorem cannot hold anymore, unless in the special
case of very large transaction costs. A precise characterization of the set of renegotiation
proof equilibria cannot be obtained in this case without further restrictions on players'
preferences.

6 Concluding remarks

Delegation games are de�ned by a formal structure which enables to analyze a variety of
economic and policy design problems, such as managerial contracts in oligopoly, vertical
relations among retailers and producers, strategic trade policies, the selection of political
representatives in international institutions, ets. We observe an increasing use of this
framework in the literature, that has been developed mainly through examples and

12Note that a deviation with a negative side transfer is not relevant when checking for renegotiation
proofness. In fact, in a RPE the agent is at his preferred action according to the main contract, Therefore,
if the principal whishes to induce a di�erent action, she has to compensate her agent for the welfare loss
with a positive money transfer.
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applications. Only a limited number of papers, instead, deal with general de�nitions
and results.

In this paper we proved the existence and characterized the set of equilibria in dele-
gation games in a uni�ed formal structure, which can encompass most of the applications
in the literature. In this framework we prove a Folk Theorem which is more general than
that obtained by Fershtman, Judd and Kalai (1991) since we allow for non separable
utilities. Moreover, the set of equilibrium outcomes includes all the individually rational
allocations and not only the Pareto e�cien ones, as in the quoted paper. In proving
the Folk Theorem we derive a useful feature of equilibria in delegation games, which we
de�ne the Stackelberg Property. This property states that in a subgame perfect equilib-
rium each principal chooses a contract that induces the most preferred allocation on the
reaction function of the rival agent, once taken into accounto the participation contraint
of her own agent. Therefore, each principal acts as a Stackelberg leader with respect to
all agents. In the text we argued why this property can explain the high multiplicity of
equilibria, which is endemic in delegation games. Moreover, the Stackelberg Property
allows to �nd a simple algorithm to construct equilibria in speci�c examples.

The second part of the paper deals with the renegotiation problem. It is often
argued that contract renegotiation, as contract non observability, reduces the possibilities
of a strategic use of delegation. The existing literature found that strategic e�ects of
delegation persist only with asymmetric information, even when renegotiation is allowed.
However, a Folk Theorem was not proved as yet. In a symmetric information setting
we studied secret renegotiation assuming that the side contract implies a dead-weight
loss. When this additional cost of renegotiation is increasing in the size of the side
payment, we proved that a Folk Theorem still holds, provided that the main contracts
are kinked at the desired allocation. If the dead-weight loss is lump sum, a strategic
e�ect of delegation still exists, but the set of renegotiation proof allocations is smaller.
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