
 
 
 

Institutional Members: CEPR, NBER and Università Bocconi 

 
 
 
 

WORKING PAPER SERIES 
 

 
 
 

Model Evaluation in Macroeconometrics: from 
early empirical macroeconomic models to 

DSGE models 
 

Carlo A. Favero 
 

Working Paper n. 327 
 
 
 

September 2007 
 

 
 
 
 
 
 
 
 
 
 

IGIER – Università Bocconi, Via Salasco 5, 20136 Milano –Italy 
http://www.igier.uni-bocconi.it 

 
 

The opinions expressed in the working papers are those of the authors alone, and not those of the Institute, 
which takes non institutional policy position, nor those of CEPR, NBER or Università Bocconi.  



Model Evaluation in Macroeconometrics: from
early empirical macroeconomic models to DSGE

models

Carlo A. Favero∗

IGIER Università Bocconi and CEPR

September 2007

Abstract

This paper reconsiders the developments of model evaluation in
macroeconometrics over the last forty years. Our analysis starts from
the failure of early empirical macroeconomic models caused by stagfla-
tion in the seventies. The different diagnosis of this failure are then ana-
lyzed to classify them in two groups: explanations related to problems
in the theoretical models that lead to problems in the identification
of the relevant econometric model and explanations related to prob-
lems in the underlying statistical model that lead to misspecification of
the relevant econometric model. Developments in macroeconometric
model evaluation after the failure of the Cowles foundation models are
then discussed to illustrate how the different critiques have initiated
different approaches in macroeconometrics. The evolution of what has
been considered the consensus approach to macroeconometric model
evaluation over the last thirty years is then followed. The criticism
moved to Cowles foundation models in the early seventies might apply
almost exactly to DSGE-VAR model evaluation in the first decade of
the new millenium. However, the combination of general statistical
model, such as a Factor Augmented VAR, with a DSGE model seems
to produce forecasts that perform better than those based exclusively
on the theoretical and on the statistical model.
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1 Introduction

This paper reconsiders the developments of model evaluation in macroecono-
metrics over the last forty years. Our analysis starts from the failure of early
empirical macroeconomic models caused by stagflation in the seventies. The
different diagnoses of this failure are then analyzed to classify them in two
groups: explanations related to problems in the theoretical models that lead
to problems in the identification of the relevant econometric model and ex-
planations related to problems in the underlying statistical model that lead
to misspecification of the relevant econometric model.

Developments in macroeconometric model evaluation are then discussed
to illustrate how the different critiques have initiated different approaches
in macroeconometrics. The evolution of what has been considered the con-
sensus approach to macroeconometric model evaluation over the last thirty
years is then followed. The statistical based evaluation of the failure of
empirical macroeconomic models has generated a dynamic modelling strat-
egy that has posed great emphasis on the statistical model and very little
emphasis on the explicit modelling of the economy based on intertempo-
ral optimization. This approach has failed to reach the consensus of the
profession. The evolution of what has been instead considered the con-
sensus approach to macroeconometric model evaluation over the last thirty
years is then followed. VAR based model evaluation of Real Business Cycle
(RBC) models and model evaluation in Bayesian Dynamic Structural Gen-
eral Equilibrium (DSGE) models are discussed to show how the profession
has become progressively more dominated by the theory related approach
to model evaluation. The logic of the criticism moved to Cowles foundation
models in the early seventies might apply almost exactly to DSGE-VAR
model evaluation in the first decade of the new millennium. However, the
combination of general statistical model, such as a Factor Augmented VAR
, with a DSGE model seems to produce forecasts that perform better than
those based exclusively on the theoretical and on the statistical model.

2 Model evaluation in empirical large econometric
models

Ealry empirical large econometric models were derived in the sixties in tra-
dition of the Cowles Commission. Theory was used in this model simply
to suggest the list of regressors to be included in the estimated equation,
and it was largely driven by the IS/LM framework , in which the supply
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side was left virtually unmodelled and relative price movements were not
considered (see Fukac and Pagan(2006)). Large-scale models were obtained
by specifying equations which described the determinants of variables in the
national accounting identity for GDP e.g. investment, consumption. This
approach aimed at the quantitative evaluation of the effects of modification
in the variables controlled by the policy-maker (the instruments of economic
policy) on the macroeconomic variables which represent the final goals of
the policy-maker. Policy variables were considered exogenous. Simultaneity
was one of the main concern of Cowles Commission. However, estimation
was of much greater concern than model evaluation and this traditional ap-
proach to econometrics is well charactirezed by a proliferation of estimators
rather than by its attention to model evaluation and diagnostic and misspec-
ification testing (see Hendry (1976), Qin(1993)). Klein-Golberger(1955) is
a typical example of this modelling strategy. A general representation of
these early empirical models could be given as follows:

A

µ
Yt

Pt

¶
= C1(L)

µ
Yt−1
Pt−1

¶
+C2(L) (Xt) +B

µ
νYt
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,(1)µ

νYt
νMt

| Xt, It−1

¶
∼ (0, I) .

The vector of n variables of interest is partitioned into three subsets: Y,
which represents the vector of modelled macroeconomic variables of interest
and P, the vector of modelled policy variables, and X a vector of variables
which are considered exogenous and left unmodelled. In fact, this type
of models consider specify fully only D (Yt,Pt | Xt, It−1,Θ) ,i.e. the joint
conditional distribution of Yt,Pt given Xt,the information set available,
made of all lagged variables, and the relevant parameters Θ.

The probabilistic structure for the variables of interest is determined by
the implied reduced form. This statistical model has the following represen-
tation: µ

Yt

Pt

¶
= D1(L)

µ
Yt−1
Pt−1

¶
+D2(L) (Xt) + ut, (2)

ut =

µ
uYt
uPt

¶
,

ut | It−1 ∼ n.i.d.
³
0,
X´

,µ
Yt

Pt
| It−1,Xt

¶
∼

µ
D1(L)

µ
Yt−1
Pt−1

¶
+D2(L) (Xt) ,

X¶
.

3



This system specifies the statistical distribution for the vector of vari-
ables of interest conditional upon the information set available at time t−1.
1 In relating the structure of interest to the statistical model a crucial iden-
tification problem has to be solved, since there is more than one structure of
economic interest which can give rise to the same statistical model for our
vector of variables.

For any given structure,

A

µ
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Pt

¶
= C1(L)

µ
Yt−1
Pt−1

¶
+C2(L) (Xt) +B

µ
νYt
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¶
, (3)µ

νYt
νPt

| It−1
¶
∼ (0, I) ,

which give rise to the observed reduced form (2) when the following restric-
tions are satisfied:

A−1C1(L) = D1(L), A
−1C2(L) = D2(L)

A

µ
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νYt
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¶
.

There exists a whole class of structures which produce the same statis-
tical model (2) under the same class of restrictions:

FA

µ
Yt

Pt

¶
= FC1(L)

µ
Yt−1
Pt−1

¶
+ FB

µ
νYt
νPt

¶
, (4)

where F is an admissible matrix, i.e. it is conformable by product with A,
C1 (L), and B, and FA, FC1(L), FB feature the same restrictions with A,
C1 (L), B.

The identification problem is solved in the Cowles commission approach
by imposing restrictions on the A, C1 (L), and B matrices so that the only
admissible F matrix is the identity matrix. This is typically achieved by at-
tributing an exogeneity status to the policy variables, i.e. either by including
them in the set of unmodelled variables Xt or by making Pt independent
form present and past Yt .

The construction of diagnostics for model evaluation is related to the
solution of the identification problem.. In fact, in the (very common) case

1 In this case the statistical model is a VAR with some exogenous variables. When
variables included in the VAR are non-stationary, the model can be re-parameterised as
a VECM. In this case, after the solution of the identification problems of cointegrating
vectors, the information set available at t− 1 contains n lagged endogenous variables and
r cointegrating vectors.
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of over-identified models, a test of the validity of the over-identifying restric-
tions can be constructed by comparing the restricted reduced form implied
by the structural model with the reduced form implied by the just-identified
model in which each endogenous variables depend on all exogenous vari-
ables with unrestricted coefficients. The statistics are derived in Anderson
and Rubin(1949) and Basman(1960). The logic of the test attributes a cen-
tral role to the structural model. The statistical model of reference for the
evaluation of the structural model is derived by the structural model itself.

2.1 An illustrative example

To see a simple illustration of this modelling tradition consider the following
quarterly econometric model of the United States proposed by Gallaway-
Smith(GS,1961):

Yt = Ct + It +Gt

Ct = c1,0 ++c1,9Mt + c1,11Y
d
t−1 + u1,t

It = c2,0 + c2,1 (Yt−1 − Yt−2) + c2,13Rt−1 + u2,t

Gt = c3,0 + c3,3Gt−1 + u3,t

where all variables are seasonally adjusted in current prices, Yt is GDP,
Y d
t is disposable income, Ct is consumption expenditure, Mt is the quantity
of money, Rt is property income. The adopted model is estimated by least
squares and in first difference of all variables are taken "...to reduce the
extent of autocorrelation and heteroscedasticity..."2 Very loose theoretical
foundation are given for the adopted specification, for example an acceler-
ator model is cited to justify the adopted specification for investment and
no justification is made for the inclusion of the quantity of money in the
consumption function.

To cast GS in our proposed general framework set Y0
t =

¡
Ct It

¢
,Pt =

Gt,X
0
t =

¡
Y d
t Mt Rt

¢
. We have then:

2Gallaway and Smith(1961), p.380

5



⎡⎣ 1 0 0
0 1 0
0 0 1

⎤⎦⎡⎣ Ct

It
Gt

⎤⎦ =

⎡⎣ c1,0
c2,0
c3,0

⎤⎦+
⎡⎣ 0 0 0

c2,1 c2,1 c2,1
0 0 c3,3

⎤⎦⎡⎣ Ct−1
It−1
Gt−1

⎤⎦+
⎡⎣ c 0 0
−c2,1 −c2,1 −c2,1
0 0 0

⎤⎦⎡⎣ Ct−2
It−2
Gt−2

⎤⎦+
⎡⎣ 0 c1,9 0
0 0 0
0 0 0

⎤⎦⎡⎣ Y d
t

Mt

Rt

⎤⎦+
⎡⎣ c1,11 0 0

0 0 c2,13
0 0 1

⎤⎦⎡⎣ Y d
t−1

Mt−1
Rt−1

⎤⎦+
⎡⎣ u1,t

u2,t
u3,t

⎤⎦
which is a clearly overidentified structure, in the sense that a very special

form is assumed for the A matrix (no simultaneous feedback among the
variables of interests) and many restrictions are introducedC1(L) andC2(L)
polynomial matrices. The validity of these over-identifying restrictions is
tested by assuming as benchmark the statistical model in which the vector
of the variables of interest is projected on the whole information set It−1
and the exogenous variable without imposing any restrictions:
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Importantly the statistical model is dependent on the strucutral model

adopted in that the exogeneity assumption for the variables included in the
vectorXt is maintaned and the length of all distributed lags in the statistical
model is determined by the length of the distributed lag in the strucutral
model.

3 The different diagnoses of the failure of early
models

Stagflation in the late seventies condemned the early empirical models, that
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"...did not represent the data, ... did not represent the theory...
were ineffective for practical purposes of forecasting and policy
evaluation..." (Pesaran and Smith 1995).

Different explanations of the failure of this approach were proposed. We
can classify them into diagnoses related to the solution of the structural
identification problem and diagnoses related to the (lack of) solution of the
statistical identification problem.

The distinction between structural and statistical identification has been
introduced by Spanos(1990). As illustrated in the previous section structural
models can be viewed statistically as a reparameterization, possibly (in case
of over-identified models) with restrictions, of the reduced form. Structural
identification refers to the uniqueness of the structural parameters, as de-
fined by the reparameterization and restriction mapping from the statistical
parameters in the reduced form, while statistical identification refers to the
choice of a well-defined statistical model as reduced form.

In Spanos’ terminology a well-defined statistical model is one whose un-
derlying assumptions are valid for the data-chosen. A well-defined statistical
model should be based valid conditioning and it should satisfy the under-
lying statistical assumptions of normality, homoscedasticity, and temporal
independence of residuals. We have seen in the previous section that unre-
stricted reduced form models are determined by the underlying structural
model and not by the data. It is then well possible that the just-identified
model chosen as a benchmark to evaluate the valicity of over-identifying re-
strictions does not provide an adequate statistical description of the data.
Reconsider the GS model and think of a situation where there is a feedback
between the variables in Yt and the variables in Xt, this would clearly inval-
idate the unrestricted reduced form in which Xt is left unmodelled. Similar
problems will occur if the length in the polynomial lags in the Data Generat-
ing Process are different and longer than the ones included in the structural
model.

The Lucas(1976) critique and the Sims(1980) critique are the diagnoses
related to the solution of the identification problem.

3.1 Structural Identification

Lucas questions the superexogeneity status of the policy variables. Lu-
cas attacks the identification scheme proposed by the Cowles Commission
by pointing out that these models do not take expectations into account
explicitly and, therefore, the identified parameters within the Cowles Com-
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mission approach are a mixture of ‘deep parameters’ describing preference
and technology into the economy, and expectational parameters which, by
their nature, are not stable across different policy regimes. The main con-
sequence of such instability is that traditional structural macro-models are
useless for the purpose of policy simulation. To illustrate the point, assume
the following DGP, in which expected policy matters for the determination
of macroeconomic variables in the economy:µ
Yt

Pt

¶
=

µ
c01
c02

¶
+

µ
c11 c12
0 c22

¶µ
Yt−1
Pt−1

¶
+

µ
γ
0

¶³_
P
e

t+1

´
+

µ
uYt
uPt

¶
.

(5)
A Cowles Commission model is estimated without explicitly including

expectations and it will have the following specification:

µ
1 a12
0 1

¶µ
Yt

Pt

¶
=

µ
d01
c02

¶
+

µ
d11 d12
0 c22

¶µ
Yt−1
Pt−1

¶
+

µ
uYt
uPt

¶
. (6)

Under the assumed DGP the restrictions a12 = γc22 and d01 = γc02
apply and simulation of alternative policy regimes, i.e. alternative values
of c02 and c22,cannot be implemented by keeping the estimated parameters
constant.

Sims reinforced Lucas point by labelling the Cowles Commission restric-
tions as "incredible", in fact no variable can be deemed as exogenous in a
world of forward-looking agents whose behaviour depends on the solution of
an intertemporal optimization model. Optimality of policy cannot be con-
sistent with the restrictions that A, C1 (L), and B lower triangular. Note
also that by invalidly imposing such restrictions the model might induce a
spurious statistic efficacy of policy in the determination of macroeconomic
variables. Endogeneity of policy does generate correlations between macro-
economic and policy variables, which, by invalidly assuming policy as ex-
ogenous, can be interpreted as a causal relation running from policy to the
macroeconomic variables.

3.2 Statistical Identification

The diagnosis related to the specification of the statistical model explains
the ineffectiveness of large models for the practical purposes of forecasting
and policy as due to their incapability of representing the data. The root
of the failure of the traditional approach lies in the little attention paid
to the statistical model implicit in the estimated structure. Any identified
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structure that is estimated without checking that the implicit statistical
model is an accurate description of the data is bound to fail if the statistical
model is not valid. Spanos(1990) considers the case of a simple demand and
supply model to show how the reduced form is ignored in the traditional ap-
proach. The example is based on the market for commercial loans discussed
in Maddala(1988). Most of the widely used estimators allow the derivation
of numerical values for the structural parameters without even seeing the
statistical models represented by the reduced form. Following this tradition
the estimated (by 2SLS) structural model is:

qdt = −210.43
(74.31)

− 20.2
(1.60)

rt + 40.77
(2.84)

brt + 2.34
(0.45)

xt +
ˆ

udt

qst = −87.94
(13.96)

+ 6.09
(1.89)

rt − 7.08
(2.27)

it + 0.334
(0.008)

dt +
ˆ

ust

ξ1 (1) = 28.106, ξ2 (1) = 4.5

where rt is the average prime rate, brt the Aaa corporate bond rate, xt
is the industrial production index, it the three-month bill rate, dt total bank
deposits and qt commercial loans. qt and rt are the endogenous variables,
brt, xt, it and dt are taken as, at least, weakly exogenous variables and no
equation for these variables is explicitly estimated. Given that there are
two omitted instruments in each equation one over-identifying restrictions
is imposed both in the demand and in the supply equation, the validity of
such restrictions is tested via the Anderson-Rubin tests(ξ1 (1) and ξ2 (1)),
that leads to rejection of the restrictions at the 5 per cent level in both cases,
while in the second equation the restrictions cannot be rejected at the 1 per
cent level. Estimation of the statistical model (i.e. the implicit unrestricted
reduced form) yields:

qt = −128.20
(21.05)

− 3.007
(0.810)

it + 7.078
(1.236)

brt + 0.497
(0.156)

xt + 0.281
(0.011)

dt +
ˆ
u1t

rt = 1.864
(3.02)

+ 0.771
(0.116)

it + 0.763
(0.178)

brt + 0.008
(0.022)

xt − 0.005
(0.001)

dt +
ˆ
u2t

where the underlying statistical assumptions of linearity, homoscedas-
ticity, absence of autocorrelation and normality of residuals are all strongly
rejected. On the basis of this evidence the adopted statistical model is not
considered as appropriate. An alternative model is then considered allowing
for a richer dynamic structure (two lags) in the reduced form, such dynamic
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specification is shown to provide a much better statistical mode for the data
than the static reduced from. Of course, the adopted structural model im-
plies many more over-identifying restrictions than the initial one. When
tested the validity of these restrictions is overwhelmingly rejected for both
the demand and the supply equations. This evidence leads Spanos to con-
clude that statistical identification should be distinguished from structural
identification. Statistical identification refers to the choice of a well-defined
statistical model, structural identification refers to the uniqueness of the
structural parameters as defined by the reparameterization and restriction
mapping from the statistical parameters. Lucas and Sims concentrate on
model failure related to structural identification problems but models can
fail independently from structural identification problems as a consequence
of statistical identification problems.

4 Model specification and model diagnostic when
statistical identification matters.

The diagnosis related to the specification of the statistical model gave rise to
the LSE approach to macroeconometric modelling3 and to the "structural
cointegrating VAR" approach..

There are several possible causes for the inadequacy of statistical models
implicit in structural econometric models: omission of relevant variables,
or of the relevant dynamics for the included variables, or invalid assump-
tions of exogeneity. The LSE solution to the specification problem is the
theory of reduction. Any econometric model is interpreted as a simplified
representation of the unobservable data generating process (DGP). For the
representation to be valid or ‘congruent’, to use Hendry’s own terminology,
the information lost in reducing the DGP to its adopted representation,
given by the adopted specification, must be irrelevant to the problem at
hand. Any statistical model is reinterpreted as a simplified representation
of the DGP, for a model to valid the information lost in the simplification
should be irrelevant for the problem at hand. Large econometric models con-
centrate on D (Yt,Pt | It−1,Xt,θ) , this can be interpreted as a simplified
representation of D (zt | Zt−1,θ) , where z contains all economic variables.
For a model to be valid the several marginalization steps implictly taken to
obtain D (Yt,Pt | It−1,Xt,θ) from D (zt | Zt−1,θ) must not induce a loss of
relevant information. Adequacy of the statistical model is evaluated by ana-

3The LSE approach was initiated by Denis Sargan but owes its diffusion to a number
of Sargan’s students and is extremely well described in the book by David Hendry(1995).
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lyzing the reduced form, i.e. by checking statistical identification via test on
residuals and on the exogeneity assumptions4. Therefore, the prominence of
the structural model, with respect to the reduced form representation in the
Cowles Commission approach to identification and specification is reversed.
The LSE approach starts its specification and identification procedure with a
general dynamic reduced form model. The congruency of such a model can-
not be directly assessed against the true DGP, which is unobservable. How-
ever, model evaluation is made possible by applying the general principle
that congruent models should feature true random residuals; hence, any de-
parture of the vector of residuals from a random normal multivariate distrib-
ution should signal a mis-specification. Stationarity of the statistical model
is a crucial feature when the model has to be simulated. Non-stationarity in
macroeconomic time-series is treated in the LSE methodology by treating
the reduced form VAR as a cointegrated VAR, by imposing rank imposing
rank reduction restrictions in the matrix determining the long-run equilib-
ria of the system and by solving the identification problem of cointegrating
vectors (see Johansen, 1995). Once the baseline model has been validated,
the reduction process begins by simplifying the dynamics and reducing the
dimensionality of the model by omitting the equations for those variables for
which the null hypothesis of exogeneity is not rejected. Different tests are
proposed for the different concepts of exogeneity proposed by Engle, Hendry
and Richard (1983) and even the validity of the Lucas-critique becomes a
testable concept (Engle and Hendry(1993), Hendry(1988)). If models are
considered as the product of a reduction process, a very natural framework
emerges to test for exogeneity. We have seen that early econometric model
concentrate D (Yt,Pt | It−1,Xt,θ) . The validity of this assumption can be
evaluated by specifying D (Yt,Pt,Xt | It−1,Ψ) , where θ is a subset of Ψ,
by evaluating if the inference based on D (Yt,Pt | It−1,Xt,θ) differs from
the one obtained starting from the joint distribution to derive the relevant
conditional distribution by marginalization and integration. Different use of
the model (estimation, forecasting and simulation) generate different con-
dition for the validity of the reduction and therefore different concepts of
exogeneity are introduced (see Hendry and Richard(1993)). The product
of the process of reduction is a statistical model for the data, possibly dis-
criminating between short-run dynamics and the long-run equilibria. Only
after this validation procedure the structural model can be identified and
estimated. A just-identified specification does not require any further test-

4For an extensive description of the reduction process, the concepts of exogeneity and
the tests for the validity of reduction see Hendry(1995).

11



ing, as its implicit reduced form does not impose any further restrictions
on the baseline statistical model. The validity of over-identified specifica-
tion is instead tested by evaluating the validity of the restrictions implicitly
imposed on the general reduced form. The most popular applications of
the general-to-specific specification strategy are in the area of money de-
mand (Baba et al.(1992)) and aggregate consumption expenditure (see, for
example, Hendry et al.(1990)).

In practice, the LSE approach has almost exclusively concentrated on
the statistical diagnosis of the failure of Cowles foundation models and has
brought more attention to the dynamic specification and the long-run prop-
erties of models built in the Cowles foundation tradition and used by policy
makers, but it has paid much less attention to the possibility of specify-
ing a forward-looking microeconomically founded model consistent with the
theory based diagnosis for the failure of traditional Cowles foundation mod-
els (an interesting example of this approach can be found in Juselius and
Johansen(1999)). In a recent paper Juselius and Franchi(2007) propose to
formulate as a set of hypotheses on the long-run structure of a cointegrated
VAR all the basic assumptions underlying a theoretical model, they also ar-
gue in favour of using an identified cointegrated VAR as a way of structuring
the data that offers a number a "sophisticated" stylized facts to be matched
by empirically relevant theoretical models.

The idea of constructing empirical models based on the belief that eco-
nomic theory is most informative about the long-run relationships between
the relevant variables has been further developed by Hashem Pesaran and
a number of co-authors (see, for example Pesaran and Shin (2002), Gar-
ratt et al.(2007)) in the so-called "structural cointegrating VAR approach".
This approach is based on testing theory based over-identifying restrictions
on the long-run relations to provide a statistically coherent framework for
the analysis of the short-run. In practice, the implementation is based on
log-linear VARX model were the baseline VAR model to analyze macro-
economic variables is augmented with weakly exogenous variables such as
oil prices or country specific foreign variables. Theory based cointegrated
relationships are tested and, whenever not rejected, imposed on the specifi-
cation. No restrictions are imposed on the short-run dynamics on the model
except for the, inevitable, choice of the lag length for the VARX. Models are
then used to evaluate the effect of policies via generalized impulse response
functions(see Pesaran and Shin(1998)) and for forecasting.
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5 Model Specification andModel Diagnostic when
structural identification matters

The great critiques made clear that the quantitative analysis of effect eco-
nomic policy should be based on theoretical models in which parameters
describing tastes and technology are clearly identified. To achieve identifi-
cation theretically funded rather than ad hoc models should be used. As a
consequence Dynamic Stochastic General Equilibrium (DSGE) models were
introduced. Following Sims(2002) we represent a general linear (or linearized
around equilibrium) rational expectations model as follows:

Γ0Zt = Γ1Zt−1 + C +Ψ t +Πηt (7)

Zt =

∙
Yt

Pt

¸
(8)

Where C is a vector of constants, t is an exogenously evolving random
disturbance, ηt is a vector of expectations errors,

¡
Et

¡
ηt+1

¢
= 0

¢
, not given

exogenously but to be treated as part of the model solution. The forc-
ing processes here are the elements of the vector t, this typically contains
processes like Total Factor Productivity or policy variables that are not de-
termined by an optimization process. Policy variables set by optimization,
typically included Zt, are naturally endogenous as optimal policy requires
some response to current and expected developments of the economy5. Ex-
pectations at time t for some of the variables of the systems at time t+1
are also included in the vector Zt,whenever the model is forward looking.
Model like (7)can be solved using standard numerical techniques (see, for
example, Sims, 2002), and the solution can be expressed as:

Zt = A0 +A1Zt−1 +R t

where the matrices A0,A1,and R contain convolutions of the underly-
ing model structural parameters. Note that, the solution is naturally repre-
sented as a VAR, of course it is a VAR potentially with stochastic singularity,
as the dimension of the vector of shocks is typically smaller than that of the
vector of variables included in the VAR. However, this problem is promptly
solved by adding the appropriate number of measurement errors6.

5See Appendix 1 for an example of this representation applied to a simple macroeco-
nomic model.

6Expressing the solution of a DSGE as a VAR might also involve solving some non
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5.1 An illustrative example

To illustrate DSGE we consider a simple model, that is easily comparable
to the GS model described in one of the previous sections. The model is
obtained considering an economy which features a representative household
optimizing over consumption, real money holdings and leisure, a contin-
uum of monopolistically competitive firms with price adjustment costs and
a monetary policy authority which sets the interest rate. The model is
driven by three exogenous processes which determine government spending,
gt, the stationary component of technology, zt, and the policy shock, R,t.
A full description of the model can be found in Woodford (2003). For the
purpose at hand we focus on its log-linear representation which takes each
variable as deviations from its trend. The specification follows Del Negro
and Schorfheide (2004)(DS) and it reads:

x̃t = Etx̃t+1 −
1

τ
(R̃t −Etπ̃t+1) + (1− ρG)g̃t + ρz

1

τ
z̃t (9)

π̃t = βEtπ̃t+1 + κ (x̃t − g̃t) (10)

R̃t = ρRR̃t−1 + (1− ρR)(ψ1π̃t + ψ2x̃t) + R,t (11)

g̃t = ρgg̃t−1 + g,t (12)

z̃t = ρz z̃t−1 + z,t (13)

where x̃t is the output gap, π̃t is the inflation rate, R̃t is the short-term
interest rate and g̃t and z̃t are two AR(1) stationary processes for government
and technology, respectively.

The first equation is an intertemporal Euler equation obtained from the
households’ optimal choice of consumption and bond holdings. There is no
investment in the model and so output is proportional to consumption up to
an exogenous process that describes fiscal policy. The net effects of these ex-
ogenous shifts on the Euler equation are captured in the process g̃t. The pa-
rameter 0 < β < 1 is the households’ discount factor and τ > 0 is the inverse
of the elasticity of intertemporal substitution. This first equation describes
the demand side of the model. The second equation is the forward-looking
Phillips curve which describes the dynamics of inflation and κ determines
the degree of the short-run trade-off between output and inflation. This sec-
ond equation describes the supply side of the model and represent a feature
which was totally absent from the fixed price GS model. The third equation

invertibility problems of the matrix governing the simulataneous relation among variables
originally considered in the theoretical model. This problem is carefully discussed in
Canova(2007).
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is the monetary policy reaction function, that endogeneizes monetary policy
to the state of the economy. The central bank follows a nominal interest
rate rule by adjusting its instrument to deviations of inflation and output
from their respective target levels. The shock R,t can be interpreted as
unanticipated deviation from the policy rule or as policy implementation
error. Fiscal policy is simply described by an autoregressive process. The
set of structural shocks is thus t = ( R,t, g,t, z,t)

0 which collects technology,
government and monetary shocks.

To cast the model in the form of :

Γ0
∼
Zt = Γ1

∼
Zt−1 +C +Ψ t +Πηt (14)

Specify the relevant matrices as follows:
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∼
Zt =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

exteπtfRtfR∗tegtezt
Etgxt+1
Etgπt+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
t =

⎡⎣ R
t
G
t
Z
t

⎤⎦ ηt =

∙
ηxt = xt −Et−1(xt)
ηπt = πt −Et−1(πt)

¸

Γ0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 1
τ 0 −(1− ρg) −

ρz
τ −1 − 1τ

−κ 1 0 0 κ 0 0 −β
0 0 1 −(1− ρR) 0 0 0 0
−ψ2 −ψ1 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Γ1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 ρR 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 ρG 0 0 0
0 0 0 0 0 ρZ 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Ψ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 0
1 0 0
0 0 0
0 1 0
0 0 1
0 0 0
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Π =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
As a solution to (??), we obtain the following policy function

Z̃t = T (θ) Z̃t−1 +R (θ) t (15)

To provide the mapping between the observable data and those computed
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as deviations from the steady state of the model we set the following mea-
surement equations, as in DS:

∆ lnxt = ln γ +∆x̃t + z̃t (16)

∆ lnPt = lnπ∗ + π̃t (17)

lnRt = 4[(lnR∗ + lnπ∗) + R̃t] (18)

which can be also cast into matrices as:

Yt = Λ0 (θ) + Λ1 (θ) Z̃t + vt (19)

where Yt = (∆ lnxt,∆ lnPt, lnRt)
0, vt = 0 and Λ0 and Λ1 are defined accord-

ingly. For completeness, we write the matrices T , R, Λ0 and Λ1 as a function
of the structural parameters in the model, θ =

¡
ln γ, lnπ∗, ln r∗, κ, τ , ψ1, ψ2, ρR, ρg, ρZ , σR, σg, σZ

¢0:
such a formulation derives from the rational expectations solution.

The evolution of the variables of interest, Yt, is therefore determined by
(14) and (19) which impose a set of restrictions across the parameters on
the moving average (MA) representation. Finally, the MA representation is
approximated by a finite order VAR representation.

6 Estimation and Evaluation of DSGE models

We have seen that a DSGE model identifies clearly tastes and technology
parameters, that a solved DSGE model is a VAR, but parameters in the
VAR are very complicated convolutions of the structural parameters and
it is therefore very hard to pin down values for the parameters of interest,
given the estimation of a reduced form VAR.

This difficulty explains the historical evolution of estimation and evalu-
ation of DSGE models

Early DSGE models were called RBC models as they feature non-friction
and therefore no role for policy(see, for example, Kydland and Prescott,
1982 and King, Plosser and Rebelo, 1988). This type of model contained a
limited number of parameters, which have been often calibrated rather than
estimated.

Calibration is extensively described in Cooley (1997), among others; he
states (p. 56) that

calibration is a strategy for finding numerical values for the
parameters of artificial economic worlds...[it] uses economic the-
ory extensively as the basis for restricting a general framework
and mapping that framework into the measured data.
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The aim of calibration is not to provide a congruent representation of
the data, but simply to find values for the structural parameters of the
model that are jointly compatible with the theory and the data in particu-
lar well-specified dimensions. Calibration proceeds in several stages. First,
a preliminary, non-theoretical, inspection of the data identifies some general
stylized facts that any economic model should internalize. The theoretical
framework at hand, then, integrated by these observed stylized facts, pro-
vides the relevant parametric class of models. Once a particular model has
been developed, it precisely defines the quantities of interest to be measured,
and suggests how available measurements have to be reorganized if they are
inconsistent with the theory.

Then, measurements are used to give empirical content to the theory,
and in particular to provide empirically based values for the unknown pa-
rameters. Value for the parameters are then chosen by specifying some
features of the data for the model to reproduce, by finding some one-to-one
relationships between these features and the deep parameters of the model
and by inverting these relationships.

In fact, calibration can be interpreted as a method of moments estima-
tion procedure that focuses on a limited parameters’ subset, setting only the
discrepancy between some simulated and observed moments to zero. Chris-
tiano and Eichenbaum (1992) generalize this idea and propose a variant of
Hansen’s (1982) GMM procedure to estimate and assess stochastic general
equilibrium models using specific moments of the actual data. These pro-
cedures are formal developments of the basic methodological approach, and
share with standard calibration the focus on a limited set of previously se-
lected moments, while standard econometric methods use, in principle, the
whole available information set, weighting different moments exclusively ac-
cording to how much information on them is contained in the actual data,
as for example in the maximum likelihood methods.

Generally, not all parameters can be calibrated, simply because there are
more unknown parameters than invertible relationships. A subset of them
has to be left to more standard econometric techniques.

Once a parameterization is available, the model is simulated and differ-
ent kinds of numerical exercises are performed. At this stage model eval-
uation can be also implemented. Model evaluation was initially conducted
by assessing the ability of the model to reproduce some particular features
(of course, the ones that are different from those used to calibrate it) of the
data. The comparison between the properties of actual and model simulated
series was initially based on an informal measures of their distance.Moreover
as RBC models are usually solved by linearizing them around equilibrium
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raw data cannot be used to generate the set of statistics relevant for model
evaluation. Raw data contain trends, so they are usually de-trended using
filtering techniques before using them to generate the relevant statistics7.

Model Evaluation in RBC models became much more sophisticated when
the practice started to exploit the fact that a solved DSGE model is a VAR.

A solved DSGE could be represented a Structural VAR:

A

µ
Yt

Pt

¶
= C(L)

µ
Yt−1
Pt−1

¶
+B

µ
νYt
νPt

¶
(20)

within this framework a new role for empirical analysis emerges, that is
to provide evidence on the stylized facts to include in the theoretical model
adopted for policy analysis and to decide between competing DSGE models.
The operationalization of this research program is very well described in a
paper by Christiano, Eichenbaum and Evans (1998) considering the case of
monetary policy. There are three relevant steps:

1. monetary policy shocks are identified in actual economies, i.e. in VAR
without theoretical restrictions;

2. the response of relevant economic variables to monetary shocks is then
described;

3. finally, the same experiment is performed in the model economies to
compare actual and model-based responses as an evaluation tool and
a selection criterion for theoretical models.

The identification of the shocks to interest is the first and most rele-
vant step in VAR-based model evaluation. VAR modelling recognizes that
identification and estimation of structural parameters is impossible with-
out explicit modelling expectations, therefore a structure like (??) can only
be used to run special experiments that do not involve simulating different
scenarios for the parameters of interests. A natural way to achieve these
results is to experiment with shocks νPt . Facts are then provided by looking
at impulse response analysis, variance decomposition and historical decom-
positions. Impulse response analysis describes the effect in time of a policy
shocks on the variables of interest, variance decomposition illustrates how
much of the variance of the forecasting errors for macroeconomic variables

7Some abuses of this practice are present in the literature, the most common one is to
compare the properties of filtered raw data with those of filtered model generated data.
Filtering model generated data is clearly hard to justify given that model generated data
are stationary by their nature.
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at different horizons can be attributed to policy shocks, historical decompo-
sition allows to evaluate the effect of zeroing policy shocks on the variables
to interest. All these experiments are run by keeping estimated parame-
ters unaltered. Importantly, running these experiments makes sense only
if shocks to the different variables included in the VAR are orthogonal to
each other, otherwise it would not be possible to simulate a policy shock by
maintaining all the other shocks to zero. As a consequence, VAR models
need a structure because orthogonal shocks are normally not a feature of
the statistical model. This fact generates an identification problem. In the
reduced form we have:µ

Yt

Pt

¶
= A−1C(L)

µ
Yt−1
Pt−1

¶
+

µ
uYt
uPt

¶
,

where u denotes the VAR residual vector, normally independently dis-
tributed with full variance-covariance matrix Σ. The relation between the
residuals in u and the structural disturbances in ν is therefore:

A

µ
uYt
uPt

¶
= B

µ
νYt
νPt

¶
. (21)

Undoing the partitioning, we have

ut = A
−1Bυt,

from which we can derive the relation between the variance-covariance ma-
trices of ut (observed) and νt (unobserved) as follows:

E
¡
utu

0
t

¢
= A−1BE

¡
υtυ

0
t

¢
B0A−1.

Substituting population moments with sample moments we have:

dX
= bA−1 bBIbB0 bA−1, (22)

cP contains n(n+ 1)/2 different elements, that is the maximum number of
identifiable parameters in matrices A and B. Therefore, a necessary condi-
tion for identification is that the maximum number of parameters contained
in the two matrices equals n(n+ 1)/2, such a condition makes the number
of equations equal to the number of unknowns in system (22). As usual, for
such a condition also to be sufficient for identification no equation in (22)
should be a linear combination of the other equations in the system (see
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Amisano and Giannini 1996, Hamilton 1994). As for traditional models, we
have the three possible cases of under-identification, just-identification and
over-identification. The validity of over-identifying restrictions can be tested
via a statistic distributed as a χ2 with a number of degrees of freedom equal
to the number of over-identifying restrictions. Once identification has been
achieved, the estimation problem is solved by applying generalized method
of moments estimation.

Since VAR models are not estimated to yield advice on the best policy
but rather to provide empirical evidence on the response of macroeconomic
variables to policy impulses in order to discriminate between alternative
theoretical models of the economy, it then becomes crucial to identify pol-
icy actions using restrictions independent from the theoretical models of
the transmission mechanism under empirical investigation, taking into ac-
count the potential endogeneity of policy instruments. Restrictions based
on the theoretical predictions of models are clearly inappropriate, so are
Cowles commission type of restrictions as they do not acknowledge the en-
dogeneity of systematic policy. The recent literature on the monetary trans-
mission mechanism (see Strongin 1995, Bernanke and Mihov 1995, Chris-
tiano, Eichenbaum and Evans 1996, Leeper, Sims and Zha 1996), offers
good examples on how these kind of restrictions can be derived. VARs of
the monetary transmission mechanism are specified on six variables, with
the vector of macroeconomic non-policy variables including gross domestic
product (GDP), the consumer price index (P) and the commodity price
level (Pcm), the vector of policy variables includes the federal funds rate
(FF), the quantity of total bank reserves (TR) and the amount of non-
borrowed reserves (NBR). Given the estimation of the reduced form VAR
for the six macro and monetary variables, a structural model is identified
by: (i) assuming orthogonality of the structural disturbances; (ii) impos-
ing that macroeconomic variables do not simultaneously react to monetary
variables, while the simultaneous feedback in the other direction is allowed,
and (iii) imposing restrictions on the monetary block of the model reflect-
ing the operational procedures implemented by the monetary policy-maker.
All identifying restrictions satisfy the criterion of independence from specific
theoretical models. In fact, within the class of models estimated on monthly
data, restrictions (ii) are consistent with a wide spectrum of alternative the-
oretical structures and imply a minimal assumption on the lag of the impact
of monetary policy actions on macroeconomic variables, whereas restrictions
(iii) are based on institutional analysis. Restrictions (ii) are made opera-
tional by setting to zero an appropriate block of elements of the A matrix.
Note that restrictions on the contemporaneous feedbacks among variables
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is not the only way of imposing restrictions consistent with a wide spec-
trum of theoretical models, in fact such aim could be achieved by imposing
restrictions on the long-run effects of shocks (for example, there is a clear
consensus among macroeconomist that demand shocks have zero effect on
output in the long-run) or on the shape of some impulse response functions.
These type of restrictions are easily imposed on SVAR (see, for example,
Blanchard-Quah,1989 and Uhlig 1997), although one must be always aware
of the effect of imposing invalid restrictions on parameter estimates (Faust
and Leeper, 1997). Finally note that partial identification can be easily im-
plemented in a VAR model. If the relevant dimension for model comparison
is the response of the economy to monetary policy shocks there is no need
to identify the non-monetary structural shocks in the model.

7 VAR Based Model Evaluation: an Assessment.

VAR based model evaluation can be assessed by discussing first the results
achieved and their impact on model building, to then offer some considera-
tion on the specification of the VAR and on the evaluation of the statistical
model adopted.

The main results of the VAR based evaluation model is that, in order
to match fluctuations in the data, any model must feature some attrition
that causes temporary but rather persistent deviation from the long-run
equilibrium defined by a frictionless neoclassical economy. In a series of re-
cent papers, Christiano, Eichenbaum and Evans (1996a)—(1996b) apply the
VAR approach to derive ‘stylized facts’ on the effect of a contractionary
policy shock, and conclude that plausible models of the monetary transmis-
sion mechanism should be consistent at least with the following evidence
on price, output and interest rates: (i) the aggregate price level initially
responds very little; (ii) interest rates initially rise, and (iii) aggregate out-
put initially falls, with a j -shaped response, with a zero long-run effect of
the monetary impulse. Such evidence leads to the dismissal of traditional
real business cycle models, which are not compatible with the liquidity ef-
fect of monetary policy on interest rates, and of the Lucas (1972) model of
money, in which the effect of monetary policy on output depends on price
misperceptions. The evidence seems to be more in line with alternative inter-
pretations of the monetary transmission mechanism based on sticky prices
models (Goodfriend and King 1997), limited participation models (Chris-
tiano and Eichenbaum 1992) or models with indeterminacy—sunspot equi-
libria (Farmer 1997). When model are extended to analyze the components
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of output some more frictions need to be added to explain the dynamics of
consumption and investment, typically some habit persistence is needed to
explain fluctuations in consumption and some adjustment costs are needed
to match the dynamics of investment and the stock of capital in the data.

Specification of the VAR and its statistical adequacy is an issue that has
not received much explicit attention in the literature. I think that, although
it is well understood by now that identification of the VAR must be theory
independent, much less reflection has been conducted on the specification of
the VAR. It seems that the choice of the variables included in the VAR is
driven by the theoretical model. This is natural: if the theoretical model is
a restricted VAR, the natural benchmark is the same VAR without restric-
tions. But what about potential misspecification of the statistical model?

Statistical analysis of the unrestricted VAR is rather rare, although some
implicit consideration has been clearly devoted to this issue. Think for
example of the "liquidity puzzle" and the "price puzzle" for models of the
money transmission mechanism.

VAR models of the monetary transmission mechanism were initially es-
timated on a rather limited set of variables, i.e. prices, money and output,
and identified imposing a diagonal form on the matrix B and a lower trian-
gular form on the matrix A with money coming last in the ordering of the
variables included in the VAR (Choleski identification). The typical impulse
responses obtained within this type of models show that prices slowly react
to monetary policy, output responds in the short run, in the long run (from
two years after the shock onwards) prices start adjusting and the significant
effect on output vanishes. There is no strong evidence for the endogeneity
of money. Macroeconomic variables play a very limited role in explaining

the variance of the forecasting error of money, while money instead plays an
important role in explaining fluctuations of both the macroeconomic vari-
ables.

Sims (1980) extended the VAR to include the interest rate on Federal
funds ordered just before money as a penultimate variable in the Choleski
identification. The idea is to see the robustness of the above results af-
ter identifying the part of money which is endogenous to the interest rate.
Impulse response functions and FEVD raise a number of issues.

1. Though little of the variation in money is predictable from past out-
put and prices, a considerable amount becomes predictable when past
short-term interest rates are included in the information set.

2. It is difficult to interpret the behaviour of money as driven by money
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supply shocks. The response to money innovations gives rise to the
‘liquidity puzzle’: the interest rate declines very slightly contempora-
neously in response to a money shock to start increasing afterwards.

3. There are also difficulties with interpreting shocks to interest rates as
monetary policy shocks. The response of prices to an innovation in in-
terest rates gives rise to the ‘price puzzle’: prices increase significantly
after an interest rate hike. An accepted interpretation of the liquid-
ity puzzle relies on the argument that the money stock is dominated
by demand rather than supply shocks. Moreover, the interpretation of
money as demand shocks driven is consistent with the impulse response
of money to interest rates. Note also that, even if the money stock were
to be dominated by supply shocks, it would reflect both the behaviour
of central banks and the banking system. For both these reasons the
broad monetary aggregate has been substituted by narrower aggre-
gates, bank reserves, on which it is easier to identify shocks mainly
driven by the behaviour of the monetary policy maker. The ‘price
puzzle’ has been attributed to mis-specification of the four-variables
VAR used by Sims. Suppose that there exists a leading indicator for
inflation to which the Fed reacts. If such a leading indicator is omitted
from the VAR, then we have an omitted variable positively correlated
with inflation and interest rates. Such omission makes the VAR mis-
specified and explains the positive relation between prices and interest
rates observed in the impulse response functions. It has been observed
(see Christiano, Eichenbaum and Evans 1996, Sims 1996) that the
inclusion of a Commodity Price Index in the VAR solves the ‘price
puzzle’.

As a result of these developments a consensus was reached on the specifi-
cation of the VAR to provide facts on the MTM as a model including prices,
output, a commodity price index, the policy rate and the narrow money
indicators necessary to model the market for bank reserves.

Note that the final specification is very different from the initial one and
the modification in the specification are driven by a number of puzzles found
in the impulse responses of discarded VARs. One can of course interpret
these puzzles as signals of misspecification of the VAR but it is not clear
that puzzles are the best way to diagnose mis-specification of the statistical
model. Think for example of the recent practice of identifying shocks by
imposing constraint to shape of the impulse response functions. I think
that it might be regarded as reasonable to impose that a monetary policy
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restriction has a non-positive effect on inflation. Obviously if VARs of the
MTM would have been always identified by imposing this restriction the
price puzzle would have never been observed and one is left to wonder if
the consensus on the specification of the VAR to analyze the MTM would
evolved differently from what it did.

Another issue of crucial importance is structural stability of the para-
meters estimated in the VAR. If the VAR is a reduced form of a forward-
looking model it is of crucial importance to estimate its parameters on a
single regime. Although this issue has been explicitly recognized in some
papers, for example Bernanke-Mihov(1998), the consensus VAR is nor-
mally estimated on a sample including different monetary regimes. The
main justification for this practice is that monetary policy shocks are robust
to the different identification generated by the different monetary policy
regime. Some authors have been left skeptical by such robustness and some
criticisms has been moved to VAR based monetary policy shocks. Rude-
busch, 1998, argues that VAR based monetary shocks do not make sense
as they are very little correlated with monetary policy shocks directly de-
rived from asset prices (the federal fund future). The mainstream reaction
to this criticism is that even if the two type of shocks are very little corre-
lated, the impulses responses of macroeconomic variables VAR based and
financial market based monetary policy shocks are not significantly differ-
ent from each other. Rudebusch criticism shared the same fortune with
other criticism of the VAR approach. Lippi and Reichlin(1993) pointed out
that a crucial assumption in structural VAR modelling is that structural
shocks are linear combinations of the residuals in reduced form VAR mod-
els to argue that modern macroeconomic models which are linearized into
dynamic systems tend to include non-invertible moving average components
and structural shocks are therefore not identifiable. In fact, the linearized
modern macroeconomic models of the monetary transmission mechanism de-
liver short VARs. In such models structural shocks are combinations of the
residuals in the reduced form VARs (the Wold innovations) and the Lippi—
Reichlin critique does not seem to be applicable (for a further discussion of
this point see Amisano and Giannini 1996).

To sum up, although the original idea of the Cowles Commission to
use the implied unrestricted reduced form as a benchmark to evaluate the
structural model is clearly reflected in the VAR based evaluation of DSGE
models, the potential importance of the formal evaluation of the adequacy of
the statistical model adopted has not certainly received the same attention.
However, in the practice of VAR specification some attention to issue of
potential misspecification has been clearly paid, such attention has been
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clearly more related to the economic interpretation of results than to the
implementation of formal statistical criteria for model evaluation.

8 Model Evaluation in Bayesian Analysis of DSGE
models

VAR based evaluation of early DSGE model made clear that a large num-
ber of nominal and real frictions should be added to the traditional new-
classical RBC models to replicate relevant features in observed data (see,
for example, Christiano, Eichenbaum and Evans, 2005). Adding frictions
implies increasing the number of parameters, especially along the dimen-
sion of parameters little related to theory. As a consequence calibration
became impractical to attribute numerical values to the DSGE parameters
and estimation came back into fashion. However, estimating DSGE mod-
els by classical maximum likelihood methods proved to be very hard as the
convergence of the estimates to values that ensure a unique stable solu-
tion8 turned out to be practically impossible to achieve when implementing
unconstrained maximum likelihood estimation. A paper by Ireland(2004)
made an exception and obtained convergence of numerical estimates of pa-
rameters of a DSGE model to values that allow economic policy simulation.
In practice the Ireland method consists of penalizing the likelihood function
along some dimension so that the range of variation of many parameters
is limited (for an interesting discussion of the estimation implemented in
Ireland, see Johansen(2004)).

In practice, one can think of Ireland method as a naive Bayesian one
in which some from of (very tight) prior is imposed on ( at least a subset
of) the parameters. A natural development of Ireland proposal was to ex-
tend the naive Bayesian framework to a proper Bayesian framework. This
is what happened as soon as the use of MCMC methods to derive the rel-
evant posterior distribution of parameters became widespread (see An and
Schorfeide, 2005, for a survey and Del Negro and Smets and Wouters, 2003,
and Ruge-Murcia(2003) for applications).

Once adopted, the Bayesian framework offered naturally some additional
model evaluation tools. These tools were generated by pairing the tradition
of model evaluation in the Bayesian approach to macroeconometrics with the

8Three types of solution are possible for a DSGE model, depending on its parame-
terization: no stable rational expectations solution exists, the stable solution is unique
(determinacy), or there are multiple stable solutions(indeterminacy). Determinacy is a
prerequisite in order to use a model to simulate the effects of economic policy.
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VAR nature of a solved DSGE model. The Bayesian approach made its way
into applied macroeconometrics to solve the problem of the lack of parsimony
of VARs. In practice, data availability from a single regime poses a binding
constraint on the number of variables and the number of lags that can be
included in a VAR without overfitting the data. A solution of the problem
of over-parameterization is constraining the parameters by shrinking them
toward some specific point in the parameter space. The Minnesota prior,
proposed by Doan, Litterman and Sims(1984) uses the Bayesian approach to
shrink the estimates toward the univariate random walk representation for
all variables included in the VAR. Within this framework, Bayesian methods
are used to save degrees of freedom on the basis of the well established sta-
tistical evidence that no-change forecasts are known to be very hard to beat
for many macroeconomic variables. De Jong, Ingram and Whiteman(1996,
2000) and Ingram and Whiteman(1994) proposed to evaluate RBC models
by comparing the forecasting performance of a Bayesian VAR estimated via
the Minnesota prior with that of a VAR in which the a-theoretical prior
information in the Minnesota prior was supplanted by the information in a
RBC model.

In a series of papers Del Negro and Schorfeide (2004, and 2006) and Del
Negro, Schorfeide, Smets and Wouters(2004) use this approach to model
evaluation with the fact that a solved DSGE model is a restricted VAR
to develop a method that tilt coefficient estimates of an unrestricted VAR
toward the restriction implied by a DSGE model. The weight placed on the
DSGE model is controlled by an hyperparameter called λ. This parameter
takes values ranging from 0 (no-weight on the DSGE model) to∞ (no weight
on the unrestricted VAR). Therefore, the posterior distribution of λ provides
an overall assessment of the validity of the DSGE model restrictions. To see
how the approach is implemented, consider that the solved DSGE model
generates a restricted MA representation for the vector of n variables of
interest Zt =

¡
Yt Pt

¢
,that can be approximated by a VAR of order p:

Zt = Φ∗0 (θ) +Φ
∗
1 (θ)Zt−1 + ...+Φ∗p (θ)Zt−p + u

∗
t

u∗t ∼ N (0,Σ∗u (θ))

Z0t = X0tΦ
∗ (θ) + u0t,

Xt =
£
1,Z0t−1, ...,Z

0
t−p
¤

v =
£
Φ∗0 (θ) ,Φ

∗
1 (θ) , ...,Φ

∗
p (θ)

¤0
where all coefficients are convolutions of the structural parameters in the
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model included in the vector θ. The chosen benchmark to evaluate this
model is the unrestricted VAR derived from the solved DSGE model

Z0t = X0tΦ+ u
0
t,

Xt =
£
1,Z0t−1, ...,Z

0
t−p
¤

Φ = [Φ0,Φ1, ...,Φp]

where:

Φ = Φ ∗ (θ) +Φ∆

Σu = Σ∗u (θ) + Σ
∆
u

the DSGE restrictions are imposed on the VAR by defining:

ΓXX (θ) = ED
θ

£
XtX

0
t

¤
ΓXZ (θ) = ED

θ

£
XtZ

0
t

¤
where ED

θ defines the expectation with respect to the distribution gen-
erated by the DSGE model, that of course have to be well defined. We then
have:

Φ∗ (θ) = ΓXX (θ)
−1 ΓXZ (θ)

Beliefs about the DSGE model parameters θ and model misspecification
matricesΦ∆ and Σ∆u are summarized in prior distributions, that, as shown in
Del Negro et al.(2004) can be transformed into prior for the VAR parameters
Φ and Σu.In particular we have:

Σu |θ ∼ IW (λTΣ∗u (θ) , λT − k, n)

Φ |Σu, θ ∼ N

µ
Φ∗ (θ) ,

1

λT

£
Σ−1u ⊗ ΓXX (θ)

¤−1¶
where the parameter λ controls the degree of model misspecification with

respect to the VAR: for small values of λ the discrepancy between the VAR
and the DSGE-VAR is large and a sizeable distance is generated between un-
restricted VAR and DSGE estimators, large values of λ correspond to small
model misspecification and for λ =∞ beliefs about DSGE mis-specification

28



degenerate to a point mass at zero. Bayesian estimation could be interpreted
as estimation based a sample in which data are augmented by an hypotheti-
cal sample in which observations are generated by the DSGE model, within
this framework λ determines the length of the hypothetical sample.

Given the prior distribution, posterior are derived by the Bayes theorem:

Σu |θ, Z ∼ IW

µ
(λ+ 1)T

ˆ
Σu,b (θ) , (λ+ 1)T − k, n

¶
Φ |Σu, θ, Z ∼ N

µ
ˆ
Φb (θ) ,Σu ⊗

£
λTΓXX (θ) +X

0X
¤−1¶

ˆ
Φb (θ) =

¡
λTΓXX (θ) +X

0X
¢−1 ¡

λTΓXZ (θ) +X
0Z
¢

ˆ
Σu,b (θ) =

1

(λ+ 1)T

∙¡
λTΓZZ (θ) + Z

0Z
¢
−
¡
λTΓXZ (θ) +X

0Z
¢ ˆ
Φb (θ)

¸
which shows that the smaller λ, the closer the estimates are to the OLS
estimates of an unrestricted VAR, the higher λ the closer the estimates are
to the values implied by the DSGE model parameters θ.

In practice, a grid search is conducted on a range of values for λ to choose
that value that maximize the marginal data density. The typical results
obtained when using DSGE-VECM(λ) to evaluate models with frictions is
that " ... the degree of misspecification in large-scale DSGE models is no
longer so large as to prevent their use in day-to-day policy analysis, yet is
not small enough that it cannot be ignored...".

8.1 DSGE-VAR based model evaluation: an assessment

DSGE-VAR model evaluation takes the Lucas and Sims critique very seri-
ously but ignores the issue of specification of the statistical model. The VAR
used as a benchmark is the solved DSGE model that is generalized only by
relaxing restrictions on parameters. The validity of the statistical model
underlying the empirical specification is never questioned. Although the
models are different, the evaluation strategy in the DSGE-VAR approach is
very similar to the approach of evaluating models by testing over-identifying
restrictions without assessing the statistical model implemented in Cowles
foundation models. In fact, the DSGE-VAR approach is looser than the
Cowles foundation approach in that model based restrictions are not im-
posed and tested but a different question is asked: restrictions are made
fuzzy by imposing a distribution on them and then the relevant question be-
comes what is the amount of uncertainty that we have to add to model based
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restrictions in order to make them compatible not with the data but with
a model-derived unrestricted VAR representation of the data. The natural
question here is how well does this procedure do in rejecting false models?
Spanos(1991) has shown clearly that modification in the structure of the
statistical model could lead to dramatic changes in the outcome of tests for
over-identifying restrictions. Why is this worry so strongly de-emphasized
in the DSGE-VAR literature?

What are the potential sources of model derived VAR specification?
An obvious candidate are all those variables that are related to the mis-
specification of the theoretical model, but there are also all those variables
that are not theory related but are important to model the actual behav-
iour of policy makers. Think for example of the commodity price index
and the modelling of the behaviour of monetary policy authority. We have
discussed in one of the previous section how the inclusion of this variable
in a VAR to identify monetary policy shocks has been deemed important
to model correctly the information set of the monetary policy maker when
forecasting inflation and then to fix the "price- puzzle". DSGE model do
not typically include the commodity price index in their specification as a
consequence the VAR derived by relaxing the theoretical restrictions in a
DSGE model is misspecified. So the evaluation of the effects of conducting
model misspecification with a "wrong" benchmark is a practically relevant
one.

As a matter of fact DSGE model tend to produce a high number of very
persistent shocks (see Smets and Wouters, 2003), this would have been cer-
tainly taken as a signal of model mis-specification by an LSE type method-
ology. Still the model do not do too badly when judged in the metric of the
λ test. It would be important to have some evaluation of phenomena like
this.

Another dimension potentially relevant for evaluating the statistical model
underlying VAR-DSGE is structural stability of the VAR parameters. If the
DSGE restrictions are valid, then parameters in the VAR are convolutions of
structural parameters that, by their nature, should be constant over time. It
is well known that tests for structural stability have problems of power, espe-
cially in presence of multiple breaks at unknown dates. Detecting structural
breaks in parameters of interest becomes even harder when structural in-
novations in the DSGE are allowed to have volatilities that vary over time.
Justiniano and Primiceri(2005) have extended the Bayesian framework to
develop an algorithm for inferring DSGE model parameters and time vary-
ing volatilities of structural shocks. Allowing for time varying volatilites
makes the DSGE model consistent with structural breaks while keeping the
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deep parameters constant. However, it is hard to distinguish empirically the
case for genuine stochastic volatility against a situation in which allowing
for stochastic volatility in the estimation picks up parameters instability in
a VAR model with constant volatility of structural shocks.

There are alternatives to the use of a VAR as a benchmark. The limited
information problem in VAR could be solved by combining traditional VAR
analysis with recent developments in factor analysis for large data sets and
in using a factor-augmented VAR (FAVAR) as the relevant statistical model
to conduct model evaluation. A recent strand of the econometric literature9

has shown that very large macroeconomic datasets can be properly modelled
using dynamic factor models, where the factors can be considered as an
exhaustive summary of the information in the data. This approach has
been successfully employed to forecast macroeconomic time series and in
particular inflation. As a natural extension of the forecasting literature,
Bernanke and Boivin (2003), Bernanke, Boivin and Eliasz(2005) proposed
to exploit these factors in the estimation of VAR. A FAVAR benchmark for
the evaluation of a DSGE model will take the following specification:µ

Zt
Ft

¶
=

∙
Φ11(L) Φ12(L)
Φ21(L) Φ22(L)

¸µ
Zt−1
Ft−1

¶
+

µ
uZt
uFt

¶
,

where Zt are the variables included in the DSGE model and Ft is a
small vector of unobserved factors extracted from a large data-set of macro-
economic time series, that capture additional economic information relevant
to model the dynamics of Zt. The system reduces to the standard VAR used
to evaluate DSGE models if Φ12(L) = 0, therefore, within this context, the
relevant λ test would add to the usual DSGE model-related restrictions on
Φ11(L) the restrictions Φ12(L) = 0.

Consolo et al.(2007) apply this idea to find that FAVAR models dom-
inate VAR specification generated by adopting unrestricted version of the
solution of DSGE models. Such dominance is clearly established by analysis
of residuals and evaluation of forecasting performance. However, when the
Bayesian approach is applied to the DSGE-FAVAR instead of the DSGE-
VAR some support for the DSGE model is still found in the data (the op-
timal λ in the DSGE-FAVAR is different from zero). Moreover, the opti-
mal combination between the DSGE model and the statistical model based
on a larger information set (the FAVAR) delivers a forecasting model (the
DSGE-FAVAR) that dominates all alternatives. This evidence leads to a

9Stock and Watson (2002), Forni and Reichlin (1996, 1998) and Forni et al. (1999,
2000)
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new interaction between theory and empirical analysis where the theoretical
DSGE model should not be considered as a model for the data but as a gen-
erator of prior distribution for the empirical model. The use of the FAVAR
as an empirical model allows to include in the analysis also the information
that is not considered in the theoretical model.

Beside this application there has been no work using FAVAR to evaluate
DSGE, interestingly what has instead happened is that FAVAR have been
interpreted as the reduced form of a DSGE model. This result has been
achieved by removing the assumption that economic variables included in a
DSGE are properly measured by a single indicator and by treating theoret-
ical concepts of the model as partially observed to use the information set
in factors to map them (Boivin and Giannoni,2005). This approach makes
a FAVAR the reduced form a DSGE model, although the restrictions im-
plied by DSGE model on a general FAVAR are very difficult to trace and
model evaluation becomes even more difficult to implement. In fact, a very
tightly parameterized theory model can have a very highly parameterized re-
duced form if one is prepared to accept that the relevant theoretical concept
in the model are combination of many macroeconomic and financial vari-
ables. Identification of the relevant structural parameters, that is very hard
also in DSGE model with observed variables (see Canova and Sala,2006),
becomes even harder. Natural advantages of this approach are increased
efficiency in the estimation of the model and improved forecasting perfor-
mance. However, model evaluation becomes almost impossible to pursue
and a theoretical model can only by rejected by another theoretical model,
while the implied statistical model is made so general that virtually no room
is left to the data to reject a DSGE model.

9 Conclusions

In this paper we have analyzed developments in the evaluation of macro-
economic models designed for policy simulation analysis. We started from
the failure of the large empirical macroeconomic models in the seventies.
We analyzed two different diagnoses for this failure: the first one mainly
related to the unsatisfactory theoretical background of the models and her-
alded by the Lucas and Sims critique, the second one mainly related to
the unsatisfactory statistical background of the Cowles Commission mod-
els. We have then illustrated how the different explanation for the failure
have generated different streams of literature. The diagnosis based on the
statistical identification problem has generated empirical approaches con-
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centrating almost exclusively on the dynamic specification of the statistical
model by de-emphasizing the importance of explicit microeconomic founda-
tions of the model used for simulating macroeconomic policy. The diagnosis
based on the structural identification problem has generated the DSGE ap-
proach to macroeconomic modelling in which the main emphasis has been
clearly posed on the identification of the structural parameters of interest
via microeconomic foundations of the adopted model.

The realization that the solution of DSGE model can be approximated by
a restricted VAR, which is also a statistical model, has generated a potential
link between the two approaches. This link has been not fully exploited so
far and little research has been devoted to the evaluation of the statistical
adequacy of the VAR used as benchmark to evaluted the validity of the
DSGE model.

In fact there are two interesting avenue for pursuing this type of research.
A first approach looks at theoretical DSGE models as the natural way

to generate prior distribution for the empirical model, which should be an
(optimal) combination of a tightly parameterized theoretical model and of
a more general empirical model, possibly a FAVAR. This approach requires
the application of Bayesian methods. A second approach looks at theory as
informative only on the long-run relations between economic variables, so
theory should be used to specify a cointegrated VAR in which the short-run
dynamics is determined by the data but the long-run properties of the model
depend on testable (and tested) theoretical assumption.

Importantly both these approaches recognize the importance of both the
theoretical and the statistical model, although the relative weights can be
very different.
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