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Abstract

When confronted with a new strategic situation individuals may use introspection to

make a choice. We consider two frameworks to analyze introspection by positing that it

can be either interactive or statistical in nature. Under interactive introspection agents

construct an increasingly complex model of their opponent’s rationality and choose an

optimal response to this modeled opponent. This type of introspection is related to

models of cognitive hierarchies or levels of reasoning. Under statistical reasoning,

economic agents use introspection to recall behavior in other, similar, games and apply

it to the current situation. Statistical reasoning relates to models of similarity-based

learning across games. We run a laboratory experiment to explore whether subjects

use interactive rather than statistical reasoning. We use response time (RT ) and

behavioral data from two different but related games (Ultimatum and Yes-or-No Game)

to test the above hypothesis. We find no support for interactive reasoning but cannot

reject the use of statistical reasoning by subjects in our large sample.
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Statistical Reasoning, Strategic Risk.
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1 Introduction

We analyze behavioral and response time (RT ) data from an experiment where subjects

engage only once in one out of two possible strategic situations or games (ultimatum game

and yes-or-no game). The general objective is to better understand how individuals face

such unique strategic situations, which we will refer to as one-shot games. In particular,

do individuals engage in introspection and if they do, what are valid models of the type of

introspection they engage in?

The study of one-shot games is extremely important because many of the applications

of game theory in the social sciences involve situations that the relevant actors face only

once or seldom. Examples include negotiations over work contracts, the buying of property,

voting on committees under different rules, and many decisions related to marriage and

parenting. A crucial characteristic of one-shot games when it comes to their study in game

theory, is that one cannot reasonably assume that agents will know how other players will

behave. Knowing how others play is fundamental to the notion of Nash equilibrium: each

agent, knowing the play of others, determines his optimal strategy via a simple calculation.

Hence, if agents play Nash equilibrium in a one-shot game, then they must have an inner

picture of how other agents play. We call this “introspection.” This is different from

interactions that are either natural or frequent (e.g., the crossing of a busy intersection by

an experienced driver on her usual commute), where we expect experience or instinct to

replace introspection.

The use of Nash equilibrium to study one-shot games is thus questionable unless one

can reconcile it with a model by which agents can deduce or induce equilibrium behavior.

Examples of such models are levels of reasoning and cognitive hierarchies, where agents

iterate on a belief of rationality of other agents (Nagel [1995], Camerer et al. [2004]). Notice

that in this class of models, agents have a picture of how others play that also justifies why

they play in a certain way. An altogether different class of models on how one-shot games

are played is based on similarities. Agents know how to play a new game because they

have learned by playing similar games in the past (LiCalzi [1995], Mengel [2012], Jehiel

[2005], among many others).1

Our analysis of introspection focuses on two frameworks based on the two sets of models

mentioned above. We refer to them as the interactive (or model-based) framework and

1Work in this area does not address how an agent faced with a new game chooses the similarity group
relevant for this game, which is our concern. These theoretical models are therefore, only related to our
approach, but do not formalize it. As discussed in Grimm and Mengel [2012], agents can treat similar
games in different ways: by adopting equal beliefs, equal best-response correspondences, or even equal
actions across them. This distinction is relevant to our findings and we briefly discuss it in section 4.
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the statistical (or empirical) framework. The former framework is formalized either with

a cognitive hierarchies model (with appropriate assumptions on level-0 beliefs; a levels

of reasoning model additionally requires assumptions on the resolution of indifference) or

with levels of backward induction. Intuitively, it posits that subjects best respond to

an opponent whose rationality is defined by her own best responding to an analogously-

defined rational opponent. More thought, in this case, implies more levels in the mutual

assessment of each other’s rationality by opponents. The latter, statistical, framework does

not require subjects to postulate a model of rationality of their opponent or themselves.

Instead, thought is dedicated to associate the new, unique game, to past experiences.

In this way subjects can construct a growingly accurate prediction of the profitability of

each available choice, probably via an accurate prediction of play by the opponent. This

framework relates to the class of similarity-based models in that it posits that experience

with similar games guides behavior in one-shot games. Notice that both frameworks posit

that agents engage in strategic reasoning. The question is how this reasoning takes place.

The growing literature in experimental economics using RT measurement has given

much attention to games that have a social aspect (Rubinstein [2007], Piovesan and

Wengstrom [2009], Rand et al. [2012], Fischbacher et al. [2013(in press)], among others).2

We also choose such games. We use two games and our analysis is performed across three

dimensions: that of the game, that of response time, and that of behavior. The two

considered games are the Ultimatum Game (UG) and the Yes-or-No Game (YNG), both

well-studied in the experimental economics literature (see Guth [1995] for a literature re-

view until 2000, other studies have since followed). Players in either game can take on the

role of proposer or of responder. In their setup and description, the two games differ only

in what responders are allowed to do. This permits a very clean comparison of response

times of proposers, since differences cannot be attributed to sensorial or motoric activities

performed by proposers when choosing in either game: the interfaces and choice sets are

identical (see figures A.2 and A.3). On the other hand, the two games have very different

strategic properties while maintaining similar social and emotional connotations.

The way in which we use RT requires the assumption that RT is at least positively

correlated with a choice by agents to engage in deeper introspection before making a

decision in the game. Agents with different RT s are assumed to engage in more or less

steps of the same introspective process. This sets our work apart from much of the previous

literature on RT in experimental economics, where longer RT s are associated with the

2It is not free from consequences to choose such games. Although by positing that RT and game combine
to produce behavior (as opposed to RT on its own producing behavior of a certain type) we side-step some
of the consequences of game choice, other implications remain. We return to this point in section 4.
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suppression of instinctive reactions that do not stem from introspection (e.g., fast responses

are pro-social while slow responses are reasoned, as in Rand et al. [2012]). This assumption

carries over to our across-games analysis: agents in either game use the same form of

introspection which may lead to different behaviors because the situations (inputs to the

process) differ.

When combined with the games played by our subjects, the two frameworks we consider

lead to specific questions. Firstly, we ask whether RT is on average equal across games. If

it were, it would be questionable whether any introspection takes place at all! Secondly, we

ask, along the lines of the interactive framework, whether proposers in the UG that have

larger RT also make offers that are closer to subgame-perfect equilibrium behavior (offer

the smallest possible share to the responder). Finally, for the statistical framework we

use responder behavior as the reference for empirically-accurate behavior and ask whether

proposers in the UG that have larger RT s come closer to this empirically-accurate behavior.

We find no support for the interactive framework while the statistical framework stands

strong within our data. Further results are presented to check the robustness of our findings

and dig deeper into what exactly “statistical” subjects recall and assess with introspection:

the distribution of opponents’ behavior, a prescription for own behavior, or their own

willingness to try out (strategically) risky offers.

When compared to the small but growing literature measuring RT s in experimental

economics, our work is the first to use the comparison across two different situations to

elucidate the mental processes that underlie decisions in a strategic setting. Like in Ru-

binstein [2007] and Arad and Rubinstein [2012], we focus on a one-shot interaction in a

novel situation. Coricelli and Nagel [2009] test a null hypothesis of conscious introspection

in the presence of human partners in a game, which closely relates to our first hypothe-

sis. In their study, RT is only a marginal measurement, while brain activity measurement

via fMRI is central. Arad and Rubinstein [2012] use subjects’ data from participation in

two different games in order to cross-check subject types and – also related to our work –

they hypothesize a specific generalized levels model of reasoning for participants in their

games. They do not, however, compare both behavior and RT across games. The latter

is a widespread strategy in traditional RT studies in experimental psychology (see, for ex-

ample, ch. 3 of Jensen [2006]) and is also used in Bergert and Nosofsky [2007] to perform

a horse race between two proposed models of individual decision making in individual (as

opposed to social or strategic) situations. Their work is relevant in that it provides a bridge

between the classical studies in Psychology that consider simple decisions and differences

in RT measured in milliseconds, and the highly complex, interactive decisions considered
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in Game Theory. Also Rubinstein [2012] focuses on individual decision problems. He finds

large behavioral differences along RT categories, with a large number of “mistakes” among

fast subjects.

Our finding that longer RT s in both games come along with a higher dispersion of

behavior relates to Piovesan and Wengstrom [2009], Greene et al. [2001], and Knoch and

Fehr [2007], among others. Piovesan and Wengstrom [2009] have subjects repeatedly face

a situation with identical strategic properties but different levels of equality and no fully-

egalitarian choice. Their setup is one designed to create moral dilemmas with minimal

strategic concerns (dictator games), and they find that indeed a higher difficulty of the

dilemma leads to larger RT s. Unlike in our work, in Piovesan and Wengstrom [2009]

introspection about norms in their setting has no strategic consequences. Greene et al.

[2001], on the other hand, focus on the role of emotions in the creation of moral dilemmas.

Their main finding is that moral problems with high emotional charge in a given direction

lead to instinctive actions in that direction, but very long RT s to overcome instinct and

choose in the opposite direction. At the same time, no such correlation between RT and

action was found in the absence of emotional charge. The manipulation of emotional

charge is absent from our work as well as that of Piovesan and Wengstrom [2009], but

importantly suggests another factor that may affect individual behavior in novel strategic

settings. Fischbacher et al. [2013(in press)] uses mini-ultimatum games to classify subjects

according to the prevalence of social motives in their decision making. It relates to our

work only in their finding that larger RT is associated with empathy, which in turn is

suggestive of the use of a levels-of-reasoning framework by subjects (however, our data do

not support such a model). Also related to pro-social attitudes and RT is work by Rand

et al. [2012] using public-goods games. Finally, Knoch and Fehr [2007] relate reasoned

self-control with (responder) behavior in the UG, arguing that more self control is required

to behave less selfishly. This study does not involve RT measurement but the impairment

of conscious brain processes associated with self-control. A translation of such conscious

processes into longer RT does not survive the scrutiny by data in our experiment, since it

is not selfless behavior that prevails with longer RT , but rather rarer choices and a larger

variety.

In the next section we present the experimental design and hypotheses. Section 3

presents the results and section 4 discusses them and concludes.
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2 Experimental Design

We report data from an experiment run with 378 subjects across 12 experimental sessions.

All subjects were undergraduate students (from different disciplines) at Jena University,

had no training in Game Theory and had no previous experience with bargaining experi-

ments in the lab. Students were recruited using ORSEE 2.0 (Greiner [2004]). Full experi-

mental instructions can be found in Appendix A.1. The experiment was programmed and

conducted with the software z-Tree (Fischbacher [2007]) at the computer laboratory of the

Max Planck Institute of Economics (Jena, Germany). Subjects received written instruc-

tions, which were also read aloud by a research assistant to ensure everyone understood

them. No communication between subjects was permitted. Subjects could not identify

which other participant they were interacting with. At the end of every experimental ses-

sion, subjects were paid in cash according to their payoff in the game (plus a show-up fee

of e2.5). Every session lasted about 30 minutes and the average earnings per subject were

e7.5.

2.1 The Games

Approximately half of the subjects (192 subjects) participated in an Ultimatum Game

experiment (UG) while the other half (186 subjects) participated in a Yes-or-No Game

experiment (YNG). Subjects made their payoff-relevant choice only once. In both games

each subject’s payoff depended on his own choice as well as that of an anonymous and

randomly-assigned partner. The two subjects involved in each game had different roles.

The proposer proposed one out of nine possible divisions of 100 Experimental Currency

Units (ECU, with an exchange rate of 10 ECU/e), while the responder decided on condi-

tional acceptance or rejection of each possible proposal.3 The two games differed only in

the choices available to the responder. In the UG the responder had to choose whether to

accept or reject each possible offer of the proposer one by one (see figure A.2 for a screen

shot of responders’ choices in the UG). In this way the responder was allowed to condition

his acceptance of the proposer’s offer on the exact value of this offer. Responders made

their choices in cold, before knowing the actual proposal of their partner.4 If the responder

made his accept/reject choices such that he rejected all offers where he received less than

a certain share, and accepted all offers where he received that share or more, we called

3We used neutral names, X (proposer) and Y (responder), for the two roles. Although partners were
anonymous, subjects were informed of the gender of their partner. Subjects’ RT s are indistinguishable
across gender (t-test and Kolmogorov-Smirnov test with p-values of 0.959 and 0.428, respectively).

4This way of implementing the classical sequential UG is called the strategy method (Selten [1967])
because it appeals to the strategic representation of the game.
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this share the Minimal Acceptable Offer (MAO). In our experiment we have a MAO for

all but four responders and we use it – instead of the entire strategy description – for our

analyses.5

In the YNG, the responder, without knowing the proposal of his partner, was asked

to choose whether he would accept every offer or reject every offer from the proposer (see

figure A.3 for a screen shot of responder choices in the YNG). Hence the name “Yes” or

“No” game, since the responder can either say yes to every proposal or no to every proposal.

Also in this case responders made their choices in cold, without knowing the proposal of

their partner.

Subjects’ payoffs in both games depended on the choices of both partners: they got

paid only if the offer was deemed acceptable by the responder’s choice, in which case they

each received a share as established by the proposer’s offer. We will use bracketed pairs to

denote the available offers: [90, 10], [80, 20], [70, 30], [60, 40], [50, 50], and so on. The first

number in each pair denotes the share going to the proposer and the second number, the

share going to the responder.

It is important to point out the differences between the two considered games:

Responder strategy sets. Responders in the UG had a large strategy set (larger than

in the YNG). A single strategy is a list specifying an accept or a reject for each of the nine

possible proposals. Without the assumption of monotonicity, this means that they had

29 possible strategies. Responders’ strategies were monotonic if they had a MAO, which

reduced the set of strategies to only 9 (MAO equal to each one of the possible proposals).

Even in this latter case the strategy set of responders in the UG was larger than that of

responders in the YNG. In this latter game, responders had only two possible strategies:

“Accept any offer”, or “Reject every offer”. Notice that this difference in strategy sets

across games implies that also the computer interface and information input faced by

responders in our experiment differs across games.

Proposer strategy sets. Proposers in the two considered games had identical strategy

sets. In either game, the proposer had to decide which one out of nine possible proposals

to make to the responder. In terms of implementation, proposers in our experiment faced

the exact same interface and information input regardless of the game they participated

in. This is an important reason behind our choice of games to compare (UG and YNG)

5We do not use the data of the responders who have non-monotonic strategies (no MAO). The four
discarded cases are: Subject 321, who rejects offers where he receives 90, 10, or 20. Subject 414 accepts
the offer where he receives 10 and rejects all other offers. Subject 513 rejects offers where he receives more
than 60. Finally, subject 1308 only accepts offers where he receives either 40, 50, or 60.
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and our choice to focus analysis on behavior and response times of proposers.6

Equilibrium Predictions. There are two layers of difference between the equilibrium

predictions of the two games. On one hand, the equilibrium in the YNG is unique, while

there are multiple Nash equilibria in the UG. On the other hand, the equilibrium in the

YNG is an equilibrium in weakly dominant strategies, while none of the equilibria in the

UG has this property. The unique, dominant-strategy equilibrium in the YNG has the

proposer offering [90,10] and the responder accepting every offer (recall that we have set

up the games so that 90 is the largest amount that the proposer can keep to himself – offers

of [100,0] are not allowed) . In the UG, every strategy profile where the proposer offers

[100−x, x], and the responder sets a MAO equal to x, is a Nash equilibrium of the game.

Attention is often focused on the unique subgame-perfect equilibrium (SPE) of the UG,

which has the proposer offering [90,10] and the responder setting his MAO at 10.7 The

implication of these equilibrium predictions is that even though proposers have identical

strategy sets in these two games, their choice of strategy may require completely different

considerations.

A proposer in the YNG may ask herself what her payoff of choosing a given strategy

is when the responder chooses accept any offer or when he chooses reject every offer.

However, once this proposer realizes that she has a dominant strategy, she no longer faces

the need to form a belief about what the responder is likely to do! Notice that unlike in a

dictator game (see, e.g., Piovesan and Wengstrom [2009]), the proposer’s payoff depends on

responder behavior but, crucially, she can quickly realize that she need not reflect about the

likelihood of each responder behavior in order to figure out her own best interest (dominant

strategy). In the absence of a dominant strategy, the proposer in the UG cannot escape

the need to reflect about responder behavior. Moreover, in spite of the unique SPE, we

argue that the proposer in the UG faces a real (strategic) risk that the responder state a

MAO different from 10, without needing to assume an irrational responder (other MAOs

can be sustained in equilibrium). In particular, a proposer who makes an offer [100−x, x]

risks obtaining nothing if the responder sets a MAO larger than x, or obtaining “too little”

6It is important to stress that the simple fact that responders have a larger strategy set in the UG does
not imply a more difficult strategic situation for proposers and, moreover, it does not change the interface
for choice faced by proposers. It is the nature of the difference in strategies of responders across games
and not the mere size, that may make a difference for proposers. A trivial example would be to consider a
variant of the YNG where responders had 7 additional payoff-irrelevant strategies: the size of the strategy
set would become the same as in the UG with monotonic strategies, but the strategic nature of the game
would remain unaltered.

7The game we present to our subjects is the strategic form of the sequential game where the proposer
first makes an offer and the responder next chooses whether to accept or reject this offer. The mentioned
SPE corresponds to this sequential game.
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if the responder sets a lower MAO. Hence, in the UG the proposer needs to formulate a

belief about the responder’s behavior, and formulating such a belief is difficult.

Both games have subjects that mutually affect each other’s payoff and are therefore

subject to considerations of guilt, equality, or other social feelings (for a survey of such

considerations in game theory, see Attanasi and Nagel [2008]). Social feelings that are

intrinsic are maintained in a dictator game as well, but those feelings involving expectations

and surprise (either positive or negative) toward the other’s actions can only be considered

in the context of games where both players take actions. Moreover, in a dictator game the

proposer (dictator) takes on full responsibility over the well-being of the responder (passive

subject), potentially giving rise to an entirely different class of social feelings and norms.

Finally, the wording used to describe the game to proposers (main subjects of our analysis)

is quite homogenous across the YNG and UG: in both cases the context is described as

one of negotiation with choices for both subjects. This feature would be lost if a dictator

game instead of a YNG were used. To summarize, we choose our games so to make them

clearly different in terms of the degree of interactive thought they demand from optimally-

behaving subjects, but minimizing differences both in experimental implementation and

social character of the games.

2.2 Response Times

Subjects participate in either game via an anonymous electronic interface. We record

subject strategy choices and payoffs, but also the time elapsed between the moment in

which they are presented with the problem and the moment when a choice is made, which

we will call the response time (RT ).8 Obviously, this time frame depends on the way in

which the game is presented and the physical motions subjects must make in order to

state their choices. The absolute numbers, hence, bear little meaning. Instead, it is the

comparison between the two games and between groups of subjects who play differently

in the same game that will matter. We make the problem presentation and choice-making

motions as similar as possible between games, to ensure a meaningful comparison of RT s

(Appendix B, figures A.1, A.2, and A.3).

The measurement of RT for decisions in the UG replicates the work of Rubinstein

[2007], but in a standard laboratory setting. Subjects in our experiments are compen-

8The measurement of response times (RT ) has been used in psychology to study mental structures since
the mid 19th century. It is the time elapsed between a visual or auditory stimulus and the response, choice,
or decision that the stimulus calls for (see, e.g., Luce [1991], Jensen [2006]). Experiments in psychology
are typically simple in the number and type of choices they ask subjects to make and measurement is very
precise (up to the millisecond). Our use of RT is, in that sense, very different. Measurement is less precise
and the economic models we use as reference are not explicitly designed to uncover mental structure.
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sated and controlled for communication and distractions. Rubinstein [2007] reports data

collected from several thousand subjects who partake in a number of game-type situa-

tions. Participants’ responses were collected from an on-line survey experiment and were

not incentivized. The arguments for and against these two methodological choices are

clear. On the one hand, an on-line non-incentivized experiment is cheaper and provides a

considerably larger sample. Standard economic experiments are more expensive and use

much smaller samples. However, total control over the subjects’ decision process is crucial

for studying RT , and control is definitely the main methodological feature of laboratory

experiments.

Having said this, it is important to emphasize that the response time measurement

we make is not as precise as in standard decision experiments in psychology. Moreover,

subjects are not incentivized for speed and are not aware that their RT is being measured

in the experiment. However, presumably subjects do have an opportunity cost of their

time and will naturally trade off speed of decision and “correctness” of their choice, as

they would do in standard RT experiments where this trade off is induced. Still, this

consideration stresses even more the comparative, as opposed to absolute, meaningfulness

of the RT data we collect and analyze. We will be interested in the interaction between

subjects’ RT , their choices, and the game they are faced with.

2.3 Experimental Questions

In our first hypothesis we stipulate that RT s of proposers in the UG are larger than those

of proposers in the YNG (in distributional terms, proposer RT s in the UG first-order

stochastically dominate those in the YNG). We focus on proposers because they have

identical strategy sets and decision interfaces across games, which allows us to focus on the

strategic reasons for differences in RT .

With this first hypothesis we wish to establish whether subjects naturally recognize

the strategic intricacies of either game and react by spending time in the game where it

matters. A methodology where subjects are given an a priori time limit would not have

served this purpose. In this first hypothesis we focus on subjects’ choice to dedicate more

time to a situation that is more complex in a strategic sense.

Our second set of questions asks what it is that our subjects invest time in. We focus

on the interaction between behavioral and RT data in the UG, using the YNG mostly as

a benchmark. We use two alternative frameworks to guide our analysis: The interactive

and the statistical framework.
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Interactive Reasoning

The first framework is one where subjects deduce the strategy their partner is likely to

play from an ever more sophisticated model of the partner’s rationality. In other words,

proposers construct a model that does not only predict, but also justifies the strategy

they expect their partner to play. This framework leads to the formulation of our second

hypothesis stating that slower proposers in the UG make lower offers since they tend toward

play of the SPE of the game.

This hypothesis can be derived using either a model of cognitive hierarchies (Camerer

et al. [2004]) or one of levels of reasoning (Nagel [1995]). The former requires milder

assumptions in order to derive the hypothesis, hence we intuitively summarize it here. We

assume that subjects are in principle able to engage in many levels of reasoning but require

time and effort in order to do this. A zero-level proposer is assumed to make any offer

between 10 and 50 (responder’s share) with equal probability. A zero-level responder is

assumed to set a MAO between 10 and 50 with equal probability. Level one players best-

respond to zero-level opponents. Level two players best-respond to a combination of level

zero and level one players, etc.9 Proposers of level one find it optimal to offer 50, since

level zero responders are likely to set a high MAO. Responders of level one or higher find

it optimal to set a MAO of 10. This means that proposers face a risk of rejection only by

level-zero responders. Their effect on a proposer’s expected payoff becomes smaller with

the level of reasoning, making lower offers, and finally, the lowest offer, more profitable.

A levels-of-reasoning model, where a level k player best responds to level k − 1 players

only, also achieves the same prediction, but additional assumptions must be made about

the way in which responders resolve indifference between several equally-profitable strate-

gies. Finally, one can also justify this hypothesis with a simple model based on backward

induction. Under this model a fast proposer makes no inference about responder behavior,

while a slower proposer dedicates thought to deduce the responder’s best action at some

or all of his decision nodes. In particular, a slow proposer deduces that the responder’s

optimal action after offer [90, 10] is to “accept.” Clearly, such a model converges to SPE

behavior.

This framework thus translates to the simple question of whether large RT means that

offers become less dispersed, with a mode at [90, 10].

9Camerer et al. [2004] assume a Poisson distribution of players of each level. A level k player assigns zero
probability to players of levels k and higher, and correctly normalizes the frequency of lower-level players
conditional on this (wrong) belief. For our purposes, any distribution giving positive probability to levels
0 and 1 yields the same behavioral prediction.

11



Statistical Reasoning

A second framework envisions proposers who use time to evaluate the empirical profitabil-

ity of different choices. They can do so by recalling how they and other potential subjects

behaved in similar situations. Thought can be dedicated to identifying the relevant simi-

larity context for the game at hand and to recalling what behavior was either performed or

considered appropriate in such similar games. There are different possibilities about what

exactly agents retrieve: the norm of behavior prevalent in the game’s similarity context

and, hence, a prescription on how to play; or the empirical distribution of play by oppo-

nents in similar situations, and hence, a distribution against which to best respond. In

either case, we postulate that empirical accuracy improves with RT .

We thus ask whether the offers of proposers with larger RT s, on average, are more

profitable given the distribution of MAOs we observe among responders in our experiment.

We do take some steps in the direction of asking whether they are more profitable because

slow proposers better estimate this distribution of MAOs or because they discover the

appropriate norm by which to behave. However, results on this regard are only suggestive,

motivating future work.

3 Results

As hypothesized, overall RT s are larger in the UG than in the YNG, for both proposers

and responders. Here we will mostly focus on proposer data. The mean proposer RT in

the UG is 30.94 seconds, while it is 25.28 seconds in the YNG, significantly smaller than

the UG (the t-test of equal means against the alternative hypothesis that the YNG has

smaller RT , has p-value 0.0323). Moreover, a non-parametric test of stochastic dominance

of the distribution of RT for the UG over that for the YNG (Kolmogorov-Smirnov test)

has a p-value of 0.015. If we separate subjects by offers, even though the comparison is

not always significant, due to small samples, it always is the case that RT s are on average

smaller in the YNG than the UG. Figure 1 (all three subplots) illustrates these results.

3.1 Interactive Reasoning

We now turn to the second of our questions, focusing first on what we have called interactive

reasoning. For the YNG we expect to see proposers in all speed categories making the same,

equilibrium offer of [90, 10]. For the UG we expect to see a change from [50, 50] toward [90,

10] (see section 2.3). A different visualization of our results will help in dealing with this
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question. In figures 3a and 3b we look at the offers made by proposers located in different

RT categories. Following Rubinstein [2008], the categories are determined with respect to

the in-sample distribution of RT s. The 10% fastest proposers in each game are grouped in

category Very Fast, and the 10% slowest are grouped as Very Slow. The remaining 80% of

proposers is divided in two equally-sized groups: the Slow and the Fast group.10

Figure 2a clearly indicates that the most frequent offer in the UG is [50, 50], and figure

3a indicates that this is overwhelmingly the modal offer among the Very Fast proposers.

As RT increases, the distribution of offers changes significantly, but not toward a unimodal

distribution with mode at [90, 10]. Instead, the distribution of offers of Very Slow proposers

is much more dispersed than that of Very Fast proposers. We use the Kullback-Leibler

divergence from a uniform distribution to measure the concentration of the distribution of

choices for different RT categories. The smaller the Kullback-Leibler divergence, the more

dispersed the distribution. For the UG this divergence decreases steadily as we move from

the Very Fast to the Very Slow category, meaning that each “slower” category is more

dispersed than the previous one.11

Although the mean offer of the Very Fast proposers is significantly larger than that of

other speed categories, the mean offer remains high even for the Very Slow, and pairwise

comparisons between all other categories (excluding the Very Fast) are not significant

(from lowest RT to highest RT , mean offers to responders are 47.78, 40.54, 40, and 38.39).

Furthermore, there are no offers of [90, 10] among the Very Slow proposers.

Proposer behavior in the YNG differs significantly from that in the UG, both overall and

by speed category. The modal offer is [90, 10], and this is particularly accentuated among

the fastest proposers (see figures 2b and 3b).12 When compared to behavior in the UG,

t−tests of equal mean offers are rejected at the 1% level in favor of the alternative hypothesis

that offers are larger in the UG, both for the entire sample and for Very Fast, Fast, and

10The categories differ significantly in the range of RT s they include. The Very Fast category is very
narrow, suggesting an immediate, instinctive reaction. The dispersion, as measured by the range and the
coefficient of variation of RT within each category, increases monotonically as we move through slower
categories. This is the case for proposers and responders in both games.

11Let fi be the frequency of offer i and let qi = 1/5 be the probability of each offer under the uniform
distribution. The uniform is our benchmark for maximum dispersion. Then, the Kullback-Leibler measure
is

KL(f, q) =
5

∑

i=1

si, where si =

{

fi ln
(

fi
qi

)

if fi > 0

0 if fi = 0
.

The measure is smaller when the distribution of offers in our data is more similar to a uniform distribution,
meaning that it is more dispersed or less concentrated.

12This result contrasts with the finding that pro-social behavior is instinctive in games (see Rand et al.
[2012]). Not surprisingly, the growing literature on RT in games is showing that what is “instinctive”
depends on the game that is used in the experiment.
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Slow proposers. Pearson’s χ2 test comparing the distribution of offers across games rejects

the null of equality at the 1% level for the entire sample and for speed categories Fast

and Slow, and at the 5% level for category Very Fast. For Very Slow proposers the mean

offers get closer (equality is still rejected at the 5% level of significance) and we can no

longer reject the null hypothesis that offers in both games come from the same distribution

(Pearson’s χ2 with p−value of 0.15). This latter result agrees with the biggest similarity

we find between the two games: in both the UG and the YNG the distribution of offers

becomes more dispersed for larger RT s. Table 1 shows the Kullback-Leibler divergence

indices that corroborate this finding.

All above results qualitatively follow through if we consider an alternative categorization

of RT s into approximately equally-sized groups, thus avoiding the problem that hypotheses

are rejected in some cases and not in others simply because sample sizes differ. We consider

a division into 5 speed categories containing approx. 20% of proposers each – we refer to

it as the quintile categorization. Also for this categorization dispersion increases with

RT , and the above-mentioned comparison with the YNG (by speed categories) still holds

through.

The main lessons to be drawn from the results mentioned so far are that slower proposers

in the UG are not more likely to propose [90, 10] than the faster proposers and that,

instead, as RT increases, so does the dispersion of offers made by proposers in the UG.

The correlation between dispersion of choices and RT is also true of offers made in the

YNG and of MAOs of responders in the UG (we will return to this result in the following

section).

Pseudo-UG

The variety of choices in the YNG suggests the presence of “irrational” or “stubborn” types

who play certain strategies regardless of their profitability. We will later ask whether this

is a valid conclusion. Here we take it as true and check whether results in this section

are robust to the presence of such types. We modify the distribution of offers in the

UG using YNG choices as reference: since we are interested in the way in which RT

invested in thought affects behavior, we wish to remove from our sample subjects who

play certain strategies regardless of their profitability. Let fi be the frequency of offer

i ∈ {[70, 30], [60, 40], [50, 50]} in the YNG. To generate the pseudo-UG data we randomly

choose a fraction fi of proposers in the UG who make offer i to be removed from the sample.

We repeat this random process 100 times and obtain a sample with proposer offers and

response times, which we call the Pseudo-UG sample.
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The Pseudo-UG sample has mean offers that differ significantly (at the 5% level) be-

tween all pairs of speed categories. The mean offer of the Very Slow is still significantly

different from the lowest, [90, 10] offer (mean offer equals 39.71 for the Very Slow proposers

and 37.92 for the fifth quintile). Kullback-Leibler divergence is decreasing with RT : like

for the real UG data, the Slow category or category IV in the quintile categorization is

more concentrated than its neighbors, but this concentration is driven by offers of [50, 50]

and [60, 40]. Hence, even after adjusting for the presence of “stubborn” types, offers do

not converge to being unimodal with a mode at [90, 10] (figure 4a).

3.2 Statistical Reasoning

The second framework we use to analyze the interaction between behavior and RT postu-

lates that subjects useRT in order to make a better assessment of the empirical distribution

of their partners’ strategies, based on their experience in similar environments, or more

simply, on norms of behavior that are acceptable in their environment.13 Since experience

and norms are unknown to us as experimentalists, we measure the extent to which this

framework has validity in our experiment using the realized distribution of responder plays

as a proxy for these norms. We thus focus on the distribution of payoffs that is generated

by the distribution of responder choices, for each offer that a proposer can make. Figure

5a shows the histogram of responder MAOs.

Let gi denote the fraction of all responders with MAO equal to i ∈ {10, 20, 30, 40, 50}.

A proposer making offer [100 − x, x] has a probability Gx =
∑

i≤x
gi of having his offer

accepted, and 1 − Gx of having it rejected. Thus, a proposer offering [100 − x, x] gets

payoff 100 − x with probability Gx and 0 with probability 1 − Gx. Table 5b shows the

probability, Gx, expected payoff, Px, and standard error, SEx, of the payoff associated

with each possible offer, x. Offer [60, 40] has the highest expected payoff and also has

lower variance than all smaller offers.

We use the information on expected payoffs to each strategy to look at the distribu-

tion of expected payoff of proposers in different speed categories. Clearly, this distribution

will be a simple re-organization of the histogram of offers of each speed category: pro-

posers offering [80, 20] have the lowest expected payoff, followed by proposers offering [70,

30], and so on, until the offer [60, 40], with the highest expected payoff. For easier visu-

alization, figure 6a shows empirical distribution functions (smoothed histograms) for all

13The use of norm here relates to Bicchieri [2006]’s definition of a social norm. Bicchieri [2006] defines
a social norm as a behavioral rule that fulfills two conditions: individuals involved in a situation know of
the existence of the rule and they prefer to conform to it conditional on their empirical (first-order) and
normative (second-order) expectations.
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speed categories in a single graph. Table 2 has the basic statistics of these expected payoff

distributions divided in RT categories.

The Slow category has the distribution with largest mean, median and mode (it is

shifted to the right of the other speed categories). The frequencies of each payoff among

Slow proposers is significantly different from that of Very Fast and Very Slow proposers at

the 10% level, but not from that of Fast proposers (Pearson’s χ2 test). When we consider

the equally-sized speed categories, the fourth quintile has a distribution of expected payoffs

shifted to the right with respect to all other categories, but differences are never significant.

Finally, figure 6b shows the empirical pdf of realized payoffs by UG proposers in different

RT categories. Again, differences among speed categories are not significant. When it

comes to realized payoffs, the Very Slow group has the highest mean, but the highest

median and mode still pertain to the Slow (in the quintile categorization, the fourth quintile

has the highest mean, median, and mode). As figure 6b shows, payoff variance increases

with RT , which is consistent with the higher dispersion of offers.

Summing up, we have so far seen that, given the distribution of responder MAOs, the

offer [60, 40] has the best mean-variance properties. Slow (or fourth quintile) proposers

modally make this offer, which gives them a distribution of expected payoff that dominates

that of other RT categories, as well as a higher median and mode of realized payoffs.

Following our line of thought, our experimental results indicate that slower proposers do a

better job at guessing the distribution of MAOs. Does this guessing happen in a conscious

way or is it mediated by norms? The following results are concerned with this question.

As already mentioned, also in the YNG the dispersion of offers increases with RT .

Clearly, in the YNG this leads to a worsening of the distribution of expected and realized

payoffs, since [90, 10] is a weakly dominant strategy. We hypothesized that large offers in

the YNG could be due to the presence of stubborn types when we generated the Pseudo-UG

sample. The problem with this hypothesis is the choice of the stubborn types. About 52%

of all proposers in the YNG choose offers different from [90, 10], and among these, the

largest fraction (approximately 35%) choose offer [60, 40], followed by [50, 50] (approx.

30%), and in third place [70, 30]. These offers are, respectively, the offer with highest

expected payoff (and second-to-lowest variance), the offer with lowest variance (and third-

best expected payoff), and the offer with second highest expected payoff in the UG. It

follows that the Pseudo-UG sample shows a lower expected profitability of RT than the

real UG sample. RT categories in the Pseudo-UG sample have distributions of expected

payoff that are more similar across categories because the faster subjects do less well on

average. In other words, our “stubborn” types do well in the UG!

16



Furthermore, the relation between RT and stubborn behavior in the YNG is similar

to that in the UG: [50, 50] is replaced with [60, 40] and the even riskier [70, 30] as RT

increases. The picture that is emerging is one where our subjects, with increased RT ,

adopt (strategically-risky) norms that are highly profitable in the UG, and a fraction of

subjects do so even when faced with a “similar” setup where these norms are no longer

profitable.14

Results on UG responder behavior consistently add to this picture. Figure 7 summarizes

the results obtained on responder behavior in our experiment.15 The distribution of MAO

for the Slow and Very Slow responders is less concentrated than for the faster subjects

and there is a move away from the weakly dominant strategy, toward more intermediate

strategies (Kullback-Leibler divergence is much lower – approx. half – for category Very

Slow than category Very Fast). In other words, it is the slower subjects that generate the

distribution of MAOs such that the offer [60, 40] becomes more attractive than offer [90, 10]

for proposers. It is not individually optimal for any responder to set a MAO above 10, but

it collectively induces a proposer behavior that improves all responders’ well-being. Notice

further, that like for proposers, Very Fast behavior favors the strategy with 0 strategic risk.

As RT becomes larger, subjects favor strategies that are risky and that pay off only given

the realized behavior of subjects in the complementary role. No amount of time makes

subjects favor behavior that pays off given an assumption of individual rationality at every

step by subjects in the complementary role.

These last results suggest that subjects use time to understand the similarity group to

which a new game belongs and retrieve norms to play such games. This, as opposed to

retrieving a belief of behavior by opponents and best responding to it. Returning to the

models motivating the statistical-reasoning framework, and the taxonomy used in Grimm

and Mengel [2012], our results suggest that players fix behavior across games they classify

as similar (as opposed to either beliefs or best-response correspondences only).

14Notice, however, that subjects do not go from the zero-risk [50, 50] offer to the risky, but subgame-
perfect offer [90, 10]. Hence, one cannot simply argue that RT reduces risk aversion of subjects, pushing
them toward SPE behavior. Instead, it does reduce their risk aversion and push them toward the empirically-
optimal strategy in the UG.

15As expected, due to a mixture of reasons, responders in the YNG have uniformly lower RT s than in
the UG. Average RT s are 40.06 in the UG and 15.22 in the YNG, statistically different from each other
(t-test with p-value< 0.001). Non-parametric tests corroborate the finding that RT s are lower for the YNG
than the UG.
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4 Discussion and Conclusion

We start from the premise that there is no such thing as intuitive behavior, since behavior is

irremediably situation dependent, even if the process used to generate behavior is unique.

This is not a philosophical statement but an operational one: an approximate algorithm

may generate an exact solution or a very large error, depending on the parameters of the

problem instance that it is asked to solve. This does not mean that response times, as a tool

for research in social science must be discarded. To the contrary. Since the identification

of processes is harder than that of behavior, an added dimension of measurement is very

welcome.

We focus on one-shot games because there are strong reasons to expect convergence

to equilibria (steady states) when an experience is repeated, but we do not know what

to expect when an experience is faced only once. We expect our subjects to use past

experience in similar situations, induction and other forms of introspection to choose their

behavior. To guide our data analysis, we focus on two alternative frameworks about what

type of thinking subjects engage in. We call them interactive and statistical reasoning.

Firstly, we find strong evidence that subjects are selective about investing time in one

or other situation they are faced with. More time is spent, on average, in the situation

that is strategically more complex. This justifies our follow up questions, since it is sensible

to believe that subjects with larger RT s are aware that the profitability of each of their

actions depends on the behavior of others and, hence, they must reflect about how they

should play.

We find no support for the interactive reasoning framework. This framework postulates

that thought is dedicated to forming an ever more sophisticated image of one’s partner’s

rationality. It is one extreme of the spectrum: if launched on a strange planet, a proposer

in a UG would need to build from zero a prediction of alien behavior. If this proposer knew

the alien’s utility function, he could combine it with an assumption that aliens want to

maximize utility to build this prediction. Under this framework we expect slow proposers,

who have a fairly sophisticated model of their partner’s rationality, to make the lowest

offer, [90, 10].

Nonetheless, the distributions of offers of proposers and that of MAOs of responders

match up and they do so thanks to the behavior of slower subjects! Proposers start out

from playing a zero-risk strategy, [50, 50], for which there is no need to outguess responders,

but with time they start taking risks that are justified given the distribution of responder

MAOs: slower proposers modally play the offer with the highest expected payoff (and

18



lowest positive variance). Responders, on the other hand, start out playing the zero-risk

strategy, MAO= 10, which is also weakly dominant, but with time they start taking risks.

Their risks are never justifiable on the basis of individual profit, but it is these responders

that sustain the – beneficial for responders – observed behavior of proposers.

An important weakness of our analysis is that it is across-subjects, not within-subject,

but it implicitly ignores that subjects may differ in the speed at which they reason. As a

matter of fact, when we analyze the distributions of expected payoff of the real and the

Pseudo-UG samples, we find that Very Slow subjects do worse than Slow subjects. This

is consistent with a model where there are two sources of variance. On one hand, subjects

differ in their perceived benefit of thinking and therefore choose different amounts. On the

other, subjects differ in the productivity of time in generating “thought.” Subjects who

know they don’t understand the game may choose to think before making a choice but

they nonetheless make a low profit choice because they do not make a good use of time (or

start at a very low level of understanding). We focus on the former source of heterogeneity

and disregard the latter. Notice, however, that if all heterogeneity in our data came from

differences in time productivity (ability to think), there would be no systematic behavioral

differences between RT categories. Hence, we feel comfortable that our results are not

driven by our ignoring the existence of heterogeneity in ability across subjects. Work by

Fischbacher et al. [2013(in press)] and Arad and Rubinstein [2012] partially address the

relation between RT and exogenous types.

A final warning is in place regarding results being game specific. Our finding that

statistical reasoning plays an important role when subjects face one-shot games helps un-

derstand previous results where, in specific types of games subjects were altruistic when

fast and less so when slow (Rubinstein [2007], Rand et al. [2012]) or vice-versa (Piovesan

and Wengstrom [2009]). Behavior of course depends on the game at hand and, even more,

on the games individuals consider similar to it. These similar games may, as in the case

of the YNG, in fact have a very similar framing but a very different strategic nature than

the game at hand. Public-goods games (as used in Rand et al. [2012]) are a clear example,

since real-world public-goods games – unlike laboratory voluntary-contribution games –

usually come with a punishment for not contributing. By moving the focus away from the

specific behavior and toward the type of introspection, our approach escapes this problem

of game specificity. But not completely! Our subjects may in fact choose to engage in

statistical thinking because they quickly perceive the social nature of the game they are

faced with and its potential similarity with other, social situations they have experienced.

If, instead, the game is deprived of social content or is truly unfamiliar, subjects may find

19



it more desirable to engage in interactive reasoning. We do not address this question here

and leave it for future research.
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Very Fast Fast Slow Very Slow

UG 1.078 0.396 0.424 0.394
YNG 0.460 0.529 0.173 0.240

Pseudo-UG 1.164 0.443 0.386 0.382

Table 1: Kullback-Leibler divergence from a uniform distribution over all offers. Lower
values correspond to a higher dispersion of offers.

Median Mode Mean

Very Fast 50 50 51.94
Fast 50 50 52.11
Slow 53.23 58.75 53.99
Very Slow 50 50 51.03

Table 2: Statistics for the distribution of expected payoffs for proposers in the UG, by RT

category.
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(b) UG: Joint histogram of RT and Offer.
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(c) YNG: Joint histogram of RT and Offer.

Figure 1: Distributional data of RT and Offer for proposers in both games. RT in the UG
first-order stochastically dominates RT in the YNG (figure 1a). Figures 1b and 1c show
how offers differ across games and depending on proposer’s RT .

(a) Proposer offers in the UG. (b) Proposer offers in the YNG.

Figure 2: Histograms of offers [100− x, 100], where x ∈ {10, 20, 30, 40, 50}.
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(a) Histograms of offers in each RT category for proposers in the UG.

(b) Histograms of offers in each RT category for proposers in the YNG.

Figure 3: Four categories according to proposer RT : There are 9 subjects in Very Fast

and in Very Slow, 36 subjects in Slow, and 36 in Fast in the YNG, and 37 in the UG.
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(a) Histogram of offers for different RT categories, Pseudo-UG.

P2 P1 P5 P3 P4
Expected Payoff

Pseudo−UG

Mean

Very Fast 51.43
Fast 50.65
Slow 52.61
Very Slow 49.72

(b) Empirical cdf of expected payoff given responder MAO distribution.

Figure 4: Pseudo-UG sample. Distributions of offers and expected payoff by RT categories.
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(a) Histogram of responder MAOs.

Proposer’s offer of [100 − x, x]

x → 10 20 30 40 50

Gx 0.4688 0.5104 0.7604 0.9792 1

Px 42.19 40.83 53.23 58.75 50

SEx 44.91 39.99 29.88 8.57 0

(b) Distribution of payoffs for each offer, given the distri-
bution of MAOs. Px : expectation, and SEx : std. error of
payoff, for offer x.

Figure 5: Responder behavior in the UG induces a binomial distribution of payoffs for each
strategy chosen by proposers in the UG.

P2 P1 P5 P3 P4
Expected Payoff

 

 
Very Fast
Fast
Slow
Very Slow

(a) Empirical cdf of expected payoff for each
RT category, implied by offers made in the
UG.

0 50 60 70 80 90
Realized Payoff

(b) Empirical cdf of realized payoffs for each
RT category.

Figure 6: Expected and realized payoffs of proposers in the UG.
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(b) Joint histogram of responder MAO and RT in
the UG

(c) Histogram of MAO for responders in different RT categories.

Figure 7: Data on choices and RT for responders.
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Appendices

A Experimental Instructions

Welcome and thank you very much for participating in this experiment. Please read the

instructions carefully. If you have any questions or concerns, please raise your hand. It is

strictly forbidden to communicate with other participants during the experiment. It is very

important that you follow this rule. Otherwise we must exclude you from the experiment

and from all payments. Should you have any question, please raise your hand and we will

answer it individually.

During the experiment, we use ECU (Experimental Currency Unit) instead of euro. At

the end of the experiment, the ECU you have earned, will be converted to euro (10 ECU

= 1e) and the obtained amount will be paid to you in cash.

In this experiment, two participants will interact with each other just once. Each of the

two members of a pair will be randomly assigned one of two roles: X or Y. In the top right

corner of the computer screen, you can read which role (either X or Y) has been assigned

to you and to your partner.

Each pair can share 100 ECU. X has the right to propose the distribution of the 100

ECU. In particular, X chooses the distribution (x, y) meaning that X wants to keep x

ECU for him/herself, and to give y ECU to Y. More specifically, X can choose any of the

following 9 distributions:

x 10 20 30 40 50 60 70 80 90

y 90 80 70 60 50 40 30 20 10
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Ultimatum Game Only

Y must decide for each possible distribution of the 100 ECU, if he or she accepts or rejects

it. Thus, Y will face the following table:

x 10 20 30 40 50 60 70 80 90

y 90 80 70 60 50 40 30 20 10

Accept

Reject

For each possible distribution, Y must specify if he or she accepts or rejects it by checking

the corresponding box (thus Y is required to make 9 decisions). After X and Y have made

their choices, their payoffs are determined as follows:

• If Y has accepted the actual proposal by X, then both get what X has proposed, i.e.,

X earns x and Y earns y.

• If Y has rejected the actual proposal, then both earn nothing, i.e., the 100 ECU are

lost.

Yes-or-No Game Only

Without knowing which of the 9 possible proposals X has chosen, Y must accept or

reject it.

After X and Y have made their choices, their payoffs are determined as follows:

• If Y has accepted, then both get what X has proposed, i.e., X earns x and Y earns y.

• If Y has rejected, then both earn nothing i.e., the 100 ECU are lost. It must be

emphasized that Y does not know the actual distribution (x, y) proposed by X when

deciding whether to accept or reject it.

At the end of the experiment, the actual payoff will be paid out in cash, together with

the show-up fee of e2.50 for having shown up on time.

B Game Presentations

Figures A.1 to A.3 display the way in which the game was presented to subjects in our

experiment. Notice that the screen for proposers in the UG and the YNG was exactly the

same.
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Figure A.1: Screen where proposers in either the UG or the YNG were presented their
available options and made their choice.
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Figure A.2: Screen where responders in the UG were presented their available options and
made their choice.
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Figure A.3: Screen where responders in the YNG were presented their available options
and made their choice.
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