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Abstract

For a long time, the majority of economists doing empirical work relied on choice data, while
data based on answers to hypothetical questions, stated preferences or measures of subjective
beliefs were met with some skepticism. Although this has changed recently, much work needs
to be done. In this paper, we emphasize the identifying content of new economic measures. In
the first part of the paper, we discuss where the literature on measures in economics stands at
the moment. We first consider how the design and use of new measures can help identify causal
links and structural parameters under weaker assumptions than those required by approaches
based exclusively on choice data. We then discuss how the availability of new measures can
allow the study of richer models of human behavior that incorporate a wide set of factors. In
the second part of the paper, we illustrate these issues with an application to the study of risk
sharing and of deviations from perfect risk sharing.
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1 Introduction

In this paper, we discuss how new measurement tools can be used in economics to allow more

robust empirical analyses and, indirectly, much richer theoretical models. Building on the argu-

ments in Almås, Attanasio, and Jervis (2024), we discuss new approaches to measurement that,

informed by the theoretical models of interest, can yield identification of structural parameters

under a weaker set of assumptions.

Measurement tools inspired by the need to identify certain structural parameters can facilitate

the analysis of complex models with relatively simple econometric techniques. Furthermore, when

econometric tests reject benchmark structural models, extensions of such theories can be analyzed

and made empirically salient with the help of specific measures that capture factors likely to

inform human behavior. This approach may bring about a shift in empirical work in economics.

While, until recently, most of the work used exclusively choice data and a “revealed preferences”

approach, in recent years researchers have started to use data on subjective expectations, personal

beliefs, attitudes, and social norms. The construction of such data is not trivial, which might have

been one of the reasons why economists have been skeptical in their use for a long time. These

difficulties make the validation of new measures necessary. In this sense, the combined use of

choice data and alternative measures is very important.

The emphasis in the first part of the paper (Section 2) is on identification issues, considered

from two different angles. First, we stress how using alternative measurement tools changes and

simplifies the identification problem. By designing new measures, dynamic expectations models or

models that involve difficult selection problems can be identified with much weaker assumptions.

Second, we argue that the availability of measures capturing different latent factors and constructs

can allow the empirical estimation of more sophisticated and nuanced structural models. What

we present in the first part is not a comprehensive survey, such as Koşar and O’Dea (2023), both

because we do not focus only on subjective expectations and, more importantly, because our main

message is how new measures, when based on the needs of economic theory, can make possible

the empirical characterization of a wide class of rich theoretical models of human behavior.

In the second part of the paper (Sections 3 to 5), we look at a model of dynamic resource

allocations to illustrate the themes discussed in the first part. In particular, we consider models of

insurance of idiosyncratic income shocks and analyze them using novel measures collected in a

survey from Colombia.

Numerous studies have examined the insurance of idiosyncratic income shocks at various

levels. In his seminal work, Townsend (1994) analyzed risk sharing among individuals in three

Indian villages and introduced a novel method to test for perfect insurance. This approach
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has since been widely applied in different contexts. Most studies reject perfect risk sharing.

However, rejections of such benchmark complete-market models may be of limited use if no

additional information is provided on the mechanisms behind their empirical failure: why are

markets incomplete?

One possible approach is to consider alternative measurement tools to improve our under-

standing of risk-sharing arrangements. We do so by modeling deviations from first-best risk

sharing. We start by measuring the deviations from the first-best à la Townsend (1994) by estimat-

ing the degree to which idiosyncratic resource shocks are reflected in idiosyncratic consumption

changes within a predefined risk-sharing group. We then consider three alternative theoretical

models that could prevent perfect insurance and use novel measurements to assess their plausi-

bility. We first consider the possibility that, to be sustained, perfect risk-sharing needs some form

of social cohesion. Second, we analyze the possibility that perfect risk sharing within a certain

group is prevented by information problems. Third, we look at models of imperfect enforceability

of contracts that relate the amount of risk sharing to the properties of perceived income processes,

such as the variance and persistence of household income.

We implement these ideas using a rich dataset that was collected several years ago in Colombia

to evaluate the impacts of a conditional cash transfer program. Our results show that deviations

from first-best risk sharing seem to be related to the quality of information available in the risk-

sharing group considered and to the properties of the income processes available to the individuals

in the risk-sharing groups. In particular, consistent with imperfect information models, better risk

sharing is observed in groups with better quality of information. At the same time, and consistent

with some models of imperfect enforceability of contracts, risk sharing is also better in villages with

relatively high risk and low persistence of idiosyncratic income. Our models of social cohesion,

on the other hand, do not seem to be related to the extent of risk sharing.

In summary, in the second part of the paper we start by providing a framework to quantify

deviations from perfect risk sharing and discuss models that could relate these deviations to fric-

tions related to the three sets of variables we will be using: social capital and cohesion, information

quality, and properties of the income process. In Section 4, we describe the data and the novel

measures we use. Finally, in Section 5, we present the empirical results of the analysis. Additional

discussion and results are relegated to the Supplemental Appendix.1

1The Supplemental Appendix can be accessed at https://sancibrian-v.github.io/files/new_measures-supp.pdf.
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2 New measures and identification

For several decades, economists — with some exceptions — have been skeptical about using data

on subjective beliefs and expectations, stated preferences, and intentions. Instead, the emphasis

has been on a revealed preferences approach: meaningful data are those that refer to choices agents

make in response to real incentives, resources, and prices.

The exclusive use of choice data imposes important limitations on empirical work. In particular,

endogeneity and selection problems become paramount: agents make decisions based on a range

of variables, many of which are unobservable and, in all likelihood, related to those included in the

choice model under study. Identification, then, requires strong and often untestable assumptions.

In recent years, the profession has increasingly adopted innovative, researcher-designed mea-

sures—most notably in the elicitation of subjective expectations, as pioneered by Manski (2004)

and later reviewed by Hurd (2009). Recent work has deepened this approach: for example,

Giustinelli, Manski, and Molinari (2019) and Giustinelli, Manski, and Molinari (2022) explore how

respondents may be uncertain about their own probability assessments. Some recent contributions

go beyond traditional elicitation methods. Stantcheva (2022) advocates for survey designs that

reveal behavioral mechanisms through structured variation, while Almås, Attanasio, and Jervis

(2024) argue for aligning measurement tools with theoretical models to better identify and estimate

more realistic behavioral frameworks. We build on this perspective by elaborating on two key

directions.

First, we argue that well-designed, validated measurement tools can help identify structural

parameters under weaker restrictions than those required by approaches based exclusively on

choice data and revealed preference methods. While these tools are not immune to endogeneity

concerns, stated preferences and hypothetical scenarios can help mitigate such issues. Second,

when standard models are rejected empirically, innovative measures enable estimation of richer

models that better reflect real-world frictions. Our empirical application in the second part of the

paper illustrates this approach. Finally, given the complexity of designing these tools, rigorous

validation is essential to ensure their reliability and interpretability.

2.1 Theory and measures: a conceptual framework

In many econometric applications, the main goal is to identify the parameters of a function linking

two or more theoretical constructs from economic models. Such a function can be written as

f (θit, vit, εit) = 0, (1)
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where θit = {θ
(1)
it , θ

(2)
it , θ

(3)
it } might be observable variables (possibly vectors), and εit and vit are

unobservable; the subscripts i and t refer to individuals and time. The difference between εit and

vit is that vit might be related to the observable variables, whereas εit is not. The objects of interest

are the relationships between θ(1)
it and θ(2)

it , while those between θ(1)
it and θ(3)

it are not of particular

interest.

The function f can be nonlinear and capture the fact that some variables are only observed for

a selected sample or driven by binary choices related to the questions of interest. For example,

wages or earnings are observed only for individuals who are employed and may be influenced by

job transitions. In addition to (1), for expositional simplicity, we consider a linear version of f :

θ(1)
it = α2θ

(2)
it + α3θ

(3)
it + vit + εit, (2)

where the presence of selection issues could nonetheless make the properties of the residuals very

complex and induce strong dependencies between observables and unobservables.

Economic models are often populated by abstract theoretical constructs. In many situations,

the theoretical constructs of interest in equations (1) or (2) (that is, the variables θit) are not directly

observable. However, they might be connected to a set of markers or observable variables. The

connection between the available measures and the latent variables of interest can be formalized

via a measurement system, as in Cunha, Heckman, and Schennach (2010). These ideas have been

discussed in economics and other disciplines for many years; see, for instance, Goldberger (1971,

1972); Goldberger and Duncan (1973); Goldberger and Jöreskog (1975).

A widely used specification of such measurement systems is the following:

m
(k j)
it = Λ

(k j)
0t + Λ

(k j)
1t θ

( j)
it + u

(k j)
it , k j = 1, ...,K( j), j = 1, 2, 3. (3)

where m
(k j)
it in equation (3) are the markers of the factors of interest θ( j)

it . When the matrices Λ
(k j)
1t

are diagonal, the system is described as dedicated, meaning each measure loads on only one latent

factor. The variables u
(k j)
it represent measurement error that prevents the latent variables of interest

θit from being observable. If a sufficient number of markers is available, the parameters of equation

(3) can be identified under assumptions about the measurement error—chiefly, independence across

measures (Cunha et al., 2010; Kotlarski, 1967). While intuitive, this assumption (and its need)

should be kept in mind when designing questionnaires and implementing data collections, as it

can inform protocols that can guarantee that it is satisfied.

When working with a measurement system, several additional issues must be addressed. A

central concern in many applications is establishing the appropriate metric for the latent variables,
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which also determines how different measures are aggregated. This often involves normalizing

the Λ parameters and is especially important when comparing latent variables across contexts or

time periods to ensure consistency and comparability.

The main econometric challenge in identifying parameters in models like equation (2) stems

from the unobserved vectors εit and vit. The use of markers or latent factor estimates in estimating

correlations or regressions typically leads to biased results. Two key points deserve emphasis: (i)

the structure of the model and, crucially, the nature of the available data shape the properties of

the residuals εit and vit, as well as viable identification strategies; (ii) addressing these challenges

may require innovative data collection efforts and the development of tailored measurement tools.

Some examples help clarify these issues and illustrate how innovative measures can be crafted

to address identification challenges and answer specific research questions.

Data collection strategies to deal with measurement error. Most microeconomic data, with

the possible exception of administrative data, are affected by measurement error. An explicit

consideration of the presence of such noise can be very important in terms of the econometric

approach used. In addition, it can provide key insights into the design of data collection strategies.

Suppose, for example, that a theoretical constructθ∗(2)
it is observed with (additive) measurement

error, so that the observable variable θ(2)
it in equation (2) is related to one of the components

of the unobservable variables. It is well-known that, under certain regularity conditions, the

full distribution of θ∗(2)
it is identified from two repeated measurements with independent noise

(Kotlarski, 1967).2 As an application of these ideas in the context of survey design, Browning and

Crossley (2009) point out that it might be better to have two noisy measures of consumption rather

than trying to improve the reliability of a single one. A repeated-measurements framework is a

useful approach, since it naturally allows for noise in the elicitation of these novel measures (see

for instance the review by Schennach, 2016) . We return to this issue in Section 2.3.

A similar logic applies to strategies for addressing non-response bias. Respondents who

opt out of long surveys are often a non-random sample and may differ systematically in key

variables of interest. Correcting for this requires identifying factors that affect survey participation

without directly influencing the outcome of interest. One effective approach is to randomize

aspects of data collection—such as interviewer assignment or financial incentives—to generate

exogenous variation in response rates. While this contrasts with typical practices that match

2Given θ(2)
it = (θ(2)

1it , θ
(2)
2it)
′ with θ(2)

jit = θ
∗(2)
it + e jit for j = 1, 2, Kotlarski’s lemma says that if (θ∗(2)

it , e1it, e2it) are mutually

independent with non-vanishing characteristic functions, the distribution of θ∗(2)
it (and that of the errors) is identified

given that of θ(2)
it up to location.
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skilled interviewers to challenging cases, it can yield valuable information for correcting selection

bias. A recent example in this direction is the work by Dutz, Huitfeldt, Lacouture, Mogstad,

Torgovitsky, and van Dijk (2025), who exploit the randomized allocation of financial incentives

in a survey on the labor market consequences of the COVID-19 lockdown in Norway to test and

account for nonresponse bias.

Evaluating social programs: RCTs vs non-experimental variation. Economists have long been

interested in evaluating the impact of specific interventions — such as the negative tax experiments

performed in the 1960s or training programs — on economic outcomes — such as individual

earnings or income. A major challenge in this context is that participation in a program, for

instance a job training initiative, may be influenced by factors that independently affect the outcome

of interest, like innate ability. When relying exclusively on choice data to compare participants and

non-participants, researchers must identify variables that influence program participation but not

the outcome of interest. Consequently, in many cases, identification of the parameters of interest

relies on assumptions that may be arbitrary.

The use of randomized controlled trials (RCTs) constitutes a useful approach to the identifica-

tion of some of the parameters of interest, as participation in the program is randomly assigned and,

therefore, is independent of the outcome of interest. In the spirit of this paper, one can interpret the

promotion of RCTs to evaluate social programs, as, for example, in Duflo, Glennerster, and Kremer

(2007) and Athey and Imbens (2017) as promotion of new measurement tools that build counterfactual

scenarios as real choices. In other words, an RCT could be interpreted as a measurement tool, as it

makes available observations from an environment that has been manipulated by the researcher.

It provides information on the average behavior of individuals in a counterfactual context, which

can be used to identify and estimate a variety of parameters of interest, starting with the impact of

an intervention. When RCTs are available or can be constructed, approaches that rely on untestable

assumptions, such as instrumental variables or difference-in-differences, could be avoided.

It is important to emphasize, as discussed in Wolpin (2013), that even when an RCT introduces

exogenous variation in a variable of interest, this does not guarantee that all structural parameters

can be identified. While one can estimate the reduced-form effect of changes in θ(2)
it on θ(1)

it ,

establishing a causal interpretation often requires unpacking the mechanisms through which θ(2)
it

influences other variables that also affect θ(1)
it . Nevertheless, variation induced by an RCT can be

leveraged to test and identify richer structural models.3

Consider equation (2), where the goal is to identify α2, the causal effect of θ(2)
it on θ(1)

it , holding

3See also Todd and Wolpin (2006) and Attanasio, Meghir, and Santiago (2012b).
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other variables constant. If an RCT shiftsθ(2)
it but also indirectly affectsθ(3)

it , then a simple regression

of θ(1)
it on θ(2)

it captures only a reduced-form effect. Identifying α2 requires understanding the

induced relationship between θ(2)
it and θ(3)

it —something RCTs can also help uncover. Ultimately,

the ability to recover structural parameters depends on the theoretical model guiding the analysis.

Dynamics in panel data models. Longitudinal data provide economists with the possibility

of characterizing the dynamic properties of individual income processes. Quantifying income

volatility and persistence is of key importance when modeling individual choices of consumption,

saving, labor supply, and many other variables. A number of important contributions started

looking at the dynamic properties of earnings and income data, including Lillard and Willis

(1978), Lillard and Weiss (1979), MaCurdy (1982), and Abowd and Card (1989).

A key issue is the extent to which the persistence observed in individual earnings and income

is driven by permanent differences among individuals, such as innate ability, or by genuine state-

dependence. The canonical earnings process considered in this context can be expressed as

yi,t+1 = ρyi,t + µi + σεi,t+1, for i = 1, . . . ,N; t = 1, . . . ,T, (4)

where yi,t+1 is log earnings of individual i at time t, µi captures permanent unobserved heterogene-

ity and εi,t+1 are transitory innovations. Equation (4) can be seen as a special case of equation (2),

with xi,t = yi,t−1 and µi being part of the unobserved components vit. The presence of unit fixed ef-

fects can cause systematic biases, as observed by Nickell (1981). Since yi,t is not strictly exogenous,

OLS and within-groups estimators are generally biased in short panels (large-N, small-T).

An influential contribution in this area is Arellano and Bond (1991), which introduced a gen-

eralized method of moments (GMM) estimator to address bias in dynamic panel models. Their

first-differenced GMM approach eliminates fixed effects and uses lagged levels of the dependent

variable as instruments in equation (4). While widely adopted, this method relies on strong

assumptions about the income process, including log-linearity and additive fixed effects.4

An alternative approach to the identification of flexible income processes, based on subjective

income expectations, is taken in Arellano, Attanasio, Crossman, and Sancibrián (2024), which

has two advantages. First, it is directly informative about the income process as perceived by

individuals, who presumably use these perceptions to make relevant decisions. Second, it can

identify the parameters of interest, such as persistence, from a very short longitudinal dimension.5

4See Arellano, Blundell, and Bonhomme (2017) for recent work on nonlinear models of earnings dynamics.
5In the absence of fixed effects, the dynamic properties of the model can be identified from a single cross section.

With fixed effects, T = 2 is sufficient and the within-groups estimator does not suffer from Nickell bias.
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The key to this lies in the use of subjective expectations of future income as outcomes of interest

in conjunction with current income realizations. This distinction changes the nature of unobserved

disturbances in these models, which contain only measurement errors in the elicited probabilities,

and not future shocks.6

The validity and credibility of this approach, when using subjective expectations, is based on

the quality of the data. As we discuss later, while much progress has been made in the design and

use of subjective expectations data since they were strongly advocated by Manski (2004), several

open issues remain in how they are elicited and collected. As Manski (1990) puts it in a different

context the issue is not what is collected, but how.

Selection models and their estimation with counterfactual data. Selection is a central concern

in many economic models. When researchers rely exclusively on observed choices—such as

enrolling in education, entering the labor market, or switching jobs—they only observe outcomes

for individuals who self-select into particular alternatives. Because these decisions are often

influenced by variables correlated with the outcomes of interest, making causal inference difficult.

New measures capturing the determinants of individual decisions, like the expected returns of

specific investments, can help address this challenge. However, these variables may themselves

be endogenous, subject to the same unobserved factors that affect the choices themselves. For

example, Wiswall and Zafar (2015) examine how expectations of future earnings influence college

major choice. Recognizing the potential endogeneity of beliefs, they experimentally vary the

information provided to participants to identify causal effects.

A different approach is made possible by the availability of data on choices in hypothetical,

counterfactual scenarios, which can greatly facilitate the identification and estimation of structural

models. Arcidiacono, Hotz, Maurel, and Romano (2020), Giustinelli and Shapiro (2024) and

Wiswall and Zafar (2021) elicit counterfactual potential outcomes in order to recover ex-ante

treatment effects, which allows them to directly identify the causal links of interest.

Well-designed measures can also be instrumental in identifying components of structural

models that are either not identifiable or identifiable only under strong assumptions when using

observed choice data alone. Pantano and Zheng (2013), Meango (2023), and Wiswall and Zafar

(2018) demonstrate how information on subjective probabilities of discrete hypothetical choices

can be used to identify moments of permanent unobserved heterogeneity.7

6Moreover, the approach in Arellano et al. (2024) can accommodate flexible nonlinear extensions such as those
discussed in Arellano et al. (2017), and even augmented versions allowing for fixed effects.

7Due to the discrete nature of the data, point identification typically requires distributional or functional form
assumptions. We thank Arnaud Maurel for emphasizing this point.
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Another example is the complex structural model in Altonji, Smith, and Vidangos (2013),

where individual earnings depend on two latent factors reflecting productivity and job match

quality, as well as an individual “ability” and a “mobility” fixed effect. Individuals move in and

out of unemployment and when employed, they decide whether to stay in their current job or

change jobs. The authors identify and estimate their complex model using Simulated Method of

Moments and PSID data, using some strong assumptions, particularly in dealing with selection

and heterogeneity.

This example illustrates the challenges discussed in connection with equation (2): even when

assuming a simple (log-)linear relationship between current and lagged latent factors, selection

leads to highly nonlinear relationships among observables. In a recent piece, Arellano, Attanasio,

Borella, De Nardi, and Paz-Pardo (2025) estimate such a model using subjective expectations data

on future earnings from the New York Fed’s Survey of Consumer Expectations. This rich dataset

includes beliefs about the distribution of future job offers, the likelihood of receiving them, and the

probability of accepting them. Crucially, Arellano et al. (2025) exploit questions about potential

offers — distinct from expected future earnings — to identify and estimate model parameters using

linear within estimators and GMM. Similarly, Arcidiacono et al. (2020) combine expectations data

with counterfactual scenarios to estimate a structural model of occupational choice.

Another study that uses subjective expectations and hypothetical choice data is Briggs, Caplin,

Leth-Petersen, and Tonetti (2024), where the authors discuss identification of marginal treatment

effects of the type we mentioned above when discussing the use of RCTs. They leverage subjective

expectations data to estimate a model of program participation and address endogeneity issues.8

Importantly for our discussion, these studies show how data on how individuals view a variety

of future events and scenarios can address the endogeneity and selection issues that are relevant

when using choice data. Information on the (perceived) probability distributions that individuals

use to make decisions can be much richer than the limited binary information on actual choices.

We emphasize that in many contexts, the use of new measures can be extremely advantageous

when made in connection with choice data. And even when identification requires the latter, the

former could provide more precision in the estimation of the structural parameters, a point made,

for example, by van der Klaauw (2012), Van der Klaauw and Wolpin (2008), and Wolpin (1999).

8Méango and Poinas (2023) use subjective expectations data to identify a generalized Roy model they use to study
the decision to overstay of asylum seekers in Germany.
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2.2 Measures to identify richer models

So far, we have argued that innovative measures — ranging from those implicitly derived from

RCTs to information on subjective expectations and hypothetical counterfactuals — can help solve

some of the identification problems relevant in many econometric applications. In the literature,

some important contributions have pointed to the use of innovative measures. Lancaster and

Chesher (1983, p. 1661), for instance, advocate the use of “the answers to two simple questions”

which could be interpreted as providing information about the distribution of offer wages and

reservation wages to “deduce structural parameters rather than estimate them”.

More generally, the availability of innovative measures can be used to study empirically much

richer models than those studied with choice data, and similarly the design of those measures is

driven by the needs of rich theoretical models. In this section, we discuss several novel measures

that have been used in the recent literature. Our empirical application is yet another illustration

of the opportunities the availability of novel measures can afford.

Measuring preferences and norms. A growing body of literature recognizes that economic

behavior and choices are driven by various factors, some of which are not easily observed. In

many contexts, direct measures of preferences can be very useful. Analogously, other variables,

such as societal norms and conventions, can play a large role in explaining individual behavior.

Many studies have shown substantial heterogeneity in tastes and preferences among individ-

uals. An early study discussing measures of different dimensions of preferences is Barsky, Juster,

Kimball, and Shapiro (1997). The authors discuss an innovative set of measures, stating that

“participants in the Health and Retirement Study were asked to respond to hypothetical situations

specifically designed to elicit information about their risk aversion, subjective rate of time prefer-

ence, and willingness to substitute” (p. 538). In addition to a detailed and careful discussion of

the way the measures of risk aversion are constructed, they also relate them to “risky behaviors”,

which serves as an important validation exercise.9

Risk attitudes are not the only aspect of preferences that have been measured, nor the only

ones whose measures have been validated. Frederick, Loewenstein, and O’Donoghue (2002)

relate estimates of patience to saving behavior, while Fisman, Kariv, and Markovits (2007) and

DellaVigna, List, and Malmendier (2012) relate measures of altruism to charitable giving.

More generally, social norms and social capital are clearly important elements of how human

9Other studies measuring risk attitudes in large-scale surveys include Guiso and Paiella (2008) and Dohmen, Falk,
Huffman, Sunde, Schupp, and Wagner (2011). Both articles validate the measures of risk attitudes by relating them to
observed choices and demonstrating a substantial amount of heterogeneity in observed preferences.
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societies work. An increasing number of papers attempt to use direct measures of these factors.

Examples using data from different parts of the world include Alesina and La Ferrara (2002), Guiso,

Sapienza, and Zingales (2004) and Field, Pande, Rigol, Schaner, and Troyer Moore (2021). Related

to measures of social norms are studies that look at different attitudes individuals have towards

a variety of topics, including perceptions of fairness, such as Almås, Cappelen, and Tungodden

(2020b); Almås, Cappelen, Sørensen, and Tungodden (2020a). When looking at participation in

the stock market, Guiso, Sapienza, and Zingales (2008) show the importance of trust in institutions

and market transparency using novel Dutch data on these variables.

Choices within the household. When looking at the allocation of resources within the family, a

model that has received considerable attention is the so-called collective model, proposed by Chi-

appori (1988, 1992). The collective framework or other models of resource allocation mechanisms

within the household constitute a good example of a situation where new measures can yield

important new insights. Much important empirical work has been done on these models using

household expenditure data, such as Bourguignon, Browning, and Chiappori (2009). However, a

challenge in the analysis of these models is the scarce availability of data on consumption at the

individual level; most data sets contain information on expenditure at the household level.

Some recent papers, mentioned in Supplemental Appendix A, have derived clever tests of

models of the family using only household expenditure data, often exploiting the fact that some

commodities can be defined as assignable, while others can be identified as public goods within

the household. However, to identify some of the key features of resource allocation, these studies

impose strong restrictions on preferences, ranging from the presence of assignable goods not

affecting the utility of some household members to limitations on the heterogeneity in tastes across

different households.

While additional data on individual consumption would undoubtedly provide richer insights

into the intra-household allocation of resources, it is not the only type of information that can enable

the estimation of more nuanced models of individual behavior. Ashraf (2009) demonstrates that

spouses’ decisions in experimental settings vary depending on the extent of information and

control each partner has over household finances. Almås, Armand, Attanasio, and Carneiro (2018)

develop a measure of intra-household bargaining power in the context of evaluating targeted

conditional cash transfers in Macedonia. Their incentivized experiment reveals that the willingness

to pay for control over resources is influenced by who in the household is targeted by the transfer.10

10Almås et al. (2024) show that this measure of bargaining power is predictive of actual household decisions in
Tanzania. Jayachandran, Biradavolou, and Cooper (2021) find that in other contexts, alternative indicators of relative
power within couples may better predict observed choices than the approach proposed by Almås et al. (2018).
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Households make many different choices that are determined by a variety of factors. Hence,

the specific context and the specific problem studied might require different measures. Two

interesting recent studies, both implemented in India, construct innovative measures that allow

the identification of interesting parameters. Giannola (2023) studies how parents with a limited

amount of resources allocate parental investment among different children whose initial perceived

ability might be heterogeneous. Andrew and Adams (2022) model Indian parents’ behavior on the

marriage market for their daughters. We elaborate on these studies in Supplemental Appendix A.

The studies of choices and resource allocation within the household that we have mentioned

are examples where the design and collection of new measures, guided by theory and validated

in combination with choice data, can provide important insights.

The determinants of parenting behavior. Recently, the early years of human development have

received a considerable amount of attention, partly following the work of Heckman and collabo-

rators, some of which we mention in Supplemental Appendix A. It is now widely accepted that

parental behavior plays a key role in determining early child development.

Standard models of child development and parenting behavior imply that the latter depends on

resources, preferences, and, crucially, perceptions of the process of child development. Although

a commonly used assumption is that parents fully understand the process of child development

and the role their own behavior plays in it, it is not completely obvious that this is the case.

An alternative narrative allows parents to have biased beliefs about the process of child develop-

ment. Lareau (2011) and Putnam (2015) discuss qualitative evidence indicating that disadvantaged

parents invest much less time than better-off ones, maybe because they do not fully comprehend

the process of child development and the importance of stimulation.11 From a quantitative point of

view, distinguishing between features of preferences and of the beliefs process requires obtaining

information on these variables. Eliciting information about parental beliefs on the process of child

development is the strategy taken in a number of recent papers.

Cunha, Elo, and Culhane (2022) have developed a methodology to elicit such beliefs and used

it in a sample of disadvantaged mothers in Philadelphia. Attanasio, Cunha, and Jervis (2019)

further developed that approach in a survey evaluating the impact of a parental intervention in

Colombia. These papers, and others mentioned in Supplemental Appendix A, show that parental

beliefs can be measured and that these beliefs seem to be informative of actual parental behavior.

Cunha et al. (2022) and Attanasio et al. (2019) put more structure on the beliefs data and use

11Bellue (2023) develops a general equilibrium model of location where distorted beliefs about the process of child
development arise in some neighborhoods as an equilibrium in which there is no learning towards an unbiased belief.
An analogous model is presented by Dasgupta and Saha (2022).
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them to estimate a subjective production function of human capital. These estimates can then be

compared to estimates derived from data on actual child development and parental investment

(along other factors). Such a comparison allows researchers to establish the extent to which parents

under- or overestimate the productivity of parental investment. An important point to notice in

the present context is that, while estimating the objective production function requires accounting

for the endogeneity of parental investment (since it is determined by parental choices), with data

on subjective beliefs endogeneity issues are not a concern, as these estimates are derived from

counterfactual data which have embedded in them the necessary variation in individual inputs.

Education choices. Investment behavior in a variety of contexts — ranging from the allocation

of individual portfolios to different assets to the education choices of high school and university

students and to parenting practices — is likely to be driven by several factors, including, crucially,

the information available to investors about the nature of returns on different investment opportu-

nities. It is well established that individuals may not have accurate information about the expected

value and riskiness of these opportunities; therefore, obtaining information on this key factor in

individual choices is useful.

An area where many researchers have collected and used information on perceived returns is

that of returns to education choices. Two of the first papers in this context are Dominitz and Manski

(1996, 1997). In a more recent paper, Arcidiacono et al. (2020) leverage subjective expectations data

on future earnings in a model of occupational choice. Giustinelli (2023) provides a recent review

of this literature.

Several studies, some of which we mention in Supplemental Appendix A, have considered

the role of subjective expectations in education choices. An important thing to stress here is the

flexibility in modeling individual choices when a wider set of measures is available. At the same

time, as we already mentioned, the availability of subjective belief data does not necessarily solve

the endogeneity problems. This point is clear in Wiswall and Zafar (2015). The authors conduct

an RCT of an information intervention which introduces exogenous variation into the belief about

future earnings held by students choosing a college major.

Learning. Some of the examples we have discussed above, such as models of parental behav-

ior, and school choices, but also earnings and employment dynamics, once they depart from the

assumption of rational expectations suggest the need to model how individual perceptions and

expectations change in response to signals. Learning has received considerable attention in eco-

nomic theory (see, for instance, Evans and Honkapohja, 2001; Fudenberg and Levine, 1998). From

an empirical point of view, a few papers have tried to model learning, using choice data and often
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assuming rational expectations and Bayesian updating, starting with Miller (1984), and, more re-

cently, Arcidiacono, Aucejo, Maurel, and Ransom (2025). Other contributions (Stinebrickner and

Stinebrickner, 2014a,b; Wiswall and Zafar, 2015) used elicited beliefs to model how individuals

update subjective beliefs. Much of this work is about students’ perception about their own ability

and how certain signals affect them. However, there is little additional empirical work on how

individual beliefs and expectations change in response to new information and signals.12

Firm behavior: managerial ability and subjective expectations. The standard economic model

of production assumes that firms use physical and human capital (which might come in different

dimensions) to produce value added from a set of inputs, such as raw materials and intermediate

goods. More recently, managerial skills have been considered an additional factor in production.

The seminal work of Bloom and Van Reenen (2007) introduced innovative measures of manage-

ment skills which have been collected in a wide range of surveys carried out in many countries.

These contributions are further discussed in Bloom, Lemos, Sadun, Scur, and Van Reenen (2014)

and Scur, Sadun, Van Reenen, Lemos, and Bloom (2021), as well as other papers, some of which

we cite in Supplemental Appendix A.

Firms’ choices, including investment decisions, are obviously influenced by their expectations

of market conditions and economic activity, and they are also likely influenced by uncertainty

and risk. Measures of subjective perceptions of risk could therefore be useful when empirically

modeling these choices, as shown in several papers, such as Bloom, Bond, and Van Reenen (2007)

and Mohnen, Hall, Mairesse, and Mohnen (2008). Recently, Henzel (2021) investigated the role

of subjective uncertainty and expectations in shaping firm behavior, with a particular focus on

investment and employment decisions during the COVID-19 crisis, while Fiori and Scoccianti

(2023) used two decades of Italian survey data on business managers’ expectations to empirically

characterize subjective firm-level uncertainty and quantify its economic effects.

In a new paper, Norris Keiller, de Paula, and Van Reenen (2024) use data on subjective ex-

pectations at the firm level,13 to identify the structural parameters of a production function and

address the important issue that managers choose inputs based on information not available to

the econometrician. Although the preexisting literature, such as Olley and Pakes (1996), addresses

this issue with assumptions on the timing of different inputs, this study takes advantage of subjec-

tive expectations data to avoid relying on such restrictions and to identify dynamic models with

12An exception is work in experimental economics (see, for instance, Nagel (1995)). Some studies, such as Malmendier
and Nagel (2011), characterize how some aspects of preferences are shaped by life experiences.

13They use Management and Expectations Survey (MES), a survey administered by the UK’s statistical authority,
whose structure is similar to the data used in Bloom and Van Reenen (2007). The Bank of England collects another UK
survey on expectations of firms’ CFOs, the Decision Maker Panel.
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relatively short panels.14

Analyzing deviations from benchmark models: rational expectations. We have repeatedly

stressed how novel measurements can test and quantify deviations from benchmark models. Our

empirical application — using new data on social cohesion and income perceptions to assess

alternative risk-sharing models — demonstrates this potential. The Rational Expectations (RE)

literature offers a parallel case. As discussed in Lovell (1986), early debates questioned whether

RE is testable at all, echoing our point that the viability of identification strategies depends critically

on both the model’s structure and the available data.

With the growing use of subjective expectations data, interest in testing the rational expec-

tations hypothesis (RE) has rekindled. D’Haultfoeuille, Gaillac, and Maurel (2021) propose a

new test based on the marginal distributions of outcomes and beliefs, finding support for RE

among college graduates but significant deviations for others. Crossley, Gong, Stinebrickner, and

Stinebrickner (2024) show that incorporating higher moments of belief distributions uncovers RE

violations missed by mean-based tests, including downward-biased uncertainty among young

college graduates in the Berea Panel Study.

2.3 Challenges

The studies cited above illustrate a broader effort to develop empirical measures that capture com-

plex behavioral models. While such tools hold great promise, their construction poses significant

challenges. The theoretical concepts they aim to quantify — though grounded in models of human

behavior — are often difficult to define and measure consistently. As a result, careful design and

rigorous validation are essential for their effective use.

Psychometrics offers a rich literature on validating measurement tools (see, e.g., Messick,

1995; DeVellis, 2016), from which economists can draw valuable lessons. However, economic

applications raise additional concerns: validation must also assess how well measures align with

theoretical constructs and relate to observed choices and decisions. In what follows, we highlight

some of the most pressing challenges in this context.

Measurement error and establishing the metric of latent factors. New measures are likely to be

affected by measurement and elicitation errors. Indeed, the very recognition that these measures

might be an attempt to get estimates of unobservable latent factors recognizes explicitly the exis-

tence of measurement error, such as in the measurement systems considered in equation (3). In

14The argument is analogous to the one used by Arellano et al. (2025) and discussed in Section 2.1.
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this respect, the use of latent factor models is becoming a common technique for synthesizing and

aggregating available measures. Early contributions in economics on these issues include Gold-

berger and Duncan (1973) and Goldberger and Jöreskog (1975). Goldberger (1972) is particularly

relevant because it combines the discussion of measurement error and the existence of complex

causal links among several variables.

A common challenge in economics and other sciences is defining a meaningful scale for latent

factors measured through observed indicators. Building on Cunha et al. (2010), Agostinelli and

Wiswall (2025) examine this issue in the context of modeling child development, where ensuring

comparability of measures across ages is crucial for estimating the dynamics of skill formation.

This case is especially noteworthy because the standard psychometric approach — normalizing

measures at each age — conflicts with the focus in economic models, which emphasize tracking

skill growth over the life cycle. 15

An additional difficulty faced by researchers in establishing a metric for certain variables of

interest arises when all the available measures are discrete. In such a situation, a latent factor

model such as Item Response Theory is often used within Structural Equation Modeling (see

Bollen, 1989). However, standard algorithms impose strong functional form assumptions on the

distribution of the unobserved latent factors (such as normality).

Anchoring expectations questions. As previously noted, substantial progress has been made in

the elicitation and use of data on subjective expectations. It is now well established that researchers

can obtain meaningful measures of individual expectations that capture the probability distribu-

tions respondents associate with uncertain future outcomes. Moreover, with careful piloting, it is

possible to collect probabilistic information in a credible and reliable manner. Nonetheless, because

the most effective protocols for gathering high-quality data are often context-dependent, designing

questions about future income anchored to specific, interpretable values remains challenging.

In the case of expectations regarding future household income, one common approach—used,

for instance, in the New York Fed Survey of Consumer Expectations—is to first ask respondents for

a point estimate and then follow up with questions designed to elicit the cumulative distribution

function (CDF) of income around that estimate. An alternative strategy is to anchor expectations

to the respondent’s current income level. A third approach involves asking for a range of values

that the respondent considers to approximate the minimum and maximum possible future in-

come. Each of these methods has its own strengths and limitations. Given these challenges—and

15The normalization of measures of child development to establish a metric across ages is also discussed in Attanasio,
Bernal, Giannola, and Nores (2020). While Cunha et al. (2010) use adult wages as a natural metric, these more recent
articles limit themselves to childhood outcomes. See also the discussion in Freyberger (2024).
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recognizing that the optimal question design is likely to vary by context—it would be valuable to

develop a standardized protocol for testing and validating such survey instruments.

The design of counterfactual questions. The use of stated preferences or intentions in hypothet-

ical situations has, for a long time, been received with skepticism in economics (see for instance

Tobin (1959)). While this has been changing and an increasing number of surveys contain this type

of information, some of which we have mentioned above, the design and use of such questions

is not without challenges. Even more than with other questions, extensive piloting of this type of

questions is necessary. Furthermore, the type of counterfactual scenarios one wants to use should

be informed by specific theoretical questions. For example, Arellano et al. (2025) make extensive

use of data on the probability distribution of potential offers that an individual might receive,

which, within the model they are considering, allows them to identify key parameters avoiding

some of the identification issues of discrete choice models.

At the same time, to identify the parameters of interest, such data, while useful, needs to be

complemented by a set of assumptions, possibly different from those used when using choice

data. The type of variation provided by the hypothetical choice data might be discrete in nature,

implying that in some contexts identification might require distributional and/or functional form

restrictions.

Learning and the strength of priors. As noted above, empirical research on learning under

uncertainty remains limited. While it is intuitive that agents process signals to improve their

forecasts, direct evidence on learning mechanisms is scarce. Even studies such as Cunha et al.

(2022) and Attanasio et al. (2019), which document distortions in beliefs about specific processes,

do not explicitly model how beliefs update in response to new information. We notice that from an

empirical point of view, the data requirements can be demanding: one would need longitudinal

data on beliefs and/or expectations and information about potential “signals” individuals observe.

Standard models of learning—such as Bayesian learning—imply that posterior beliefs depend

on both the signals received and the strength of prior beliefs. The influence of priors hinges on

the confidence with which they are held, yet surveys rarely collect this kind of information, even

when they elicit expectations. An exception is Giustinelli et al. (2019), which distinguishes between

precise and imprecise probabilities and accounts for rounding behavior.16

16Capturing the degree of conviction with which beliefs are held would be useful for modeling learning and
evaluating information interventions. However, challenges arise when respondents report intervals rather than point
estimates. In these cases, key parameters—like the mean—are only partially identified, with the sharp identified set
given by the Aumann expectation of the reported intervals (see Aumann, 1965). This issue is particularly relevant given
the widespread occurrence of such “imprecise” beliefs. We thank Arnaud Maurel for highlighting this point.
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Belief heterogeneity. While heterogeneity in preferences has long been acknowledged in eco-

nomics—see, for example, the aggregation results in Harsanyi (1955)—less attention has been paid

to heterogeneity in beliefs about future uncertainty. However, as pointed out in Gilboa, Samet, and

Schmeidler (2004), heterogeneous beliefs about the probability distribution of future outcomes can

be very important for the characterization of equilibria. Empirical measures of belief heterogeneity

could provide valuable insights and give empirical traction to these theoretical frameworks.

This is particularly relevant in contexts such as intrahousehold resource allocation, including

parental investments in children. Extending collective models (e.g., Chiappori (1988)) to incorpo-

rate heterogeneous beliefs is a promising avenue. Models could also incorporate belief distortions

of the kind studied in Bellue (2023), especially when panel data allow for tracking how individuals

learn and how beliefs interact within households or risk-sharing groups over time.

Measuring the quality of information. Information frictions are often cited as a key reason why

risk sharing appears inefficient in many settings. These frictions may arise from moral hazard,

adverse selection, or simply from the lack of publicly observable information about idiosyncratic

income. Although theoretical models have explored equilibria under imperfect information, em-

pirical evidence on the consequences of such frictions remains limited. A notable exception is

Attanasio and Krutikova (2020), discussed further below. Developing and validating new empiri-

cal measures of information quality would be a valuable contribution.

3 Imperfect risk sharing and measures to characterize it

In this section, we provide an example in which the existence of new measures can shed light on

economic models that might be richer than those relying on strong assumptions and that might be

rejected by empirical data. We build on the extensive literature on risk sharing in rural economies.

Starting with the groundbreaking work of Townsend (1994), a large literature has considered the

empirical implications of a model in which idiosyncratic risk within a predefined group is perfectly

insured.

One appealing feature of Townsend’s approach is that it characterizes the empirical implications

of consumption allocations under perfect risk sharing within a group, without specifying the

market mechanisms that implement those allocations or defining the precise nature of the risk-

sharing group. By comparing actual consumption patterns to this theoretical benchmark, we can

assess the extent of risk sharing and quantify deviations from the first-best allocation.

The basic idea in Townsend’s approach is that, given a risk-sharing group, after controlling

for group-specific time effects, idiosyncratic shocks to income are not reflected in changes in the
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marginal utility of consumption, which can be approximated by log consumption. We interpret

the strength with which this implication of the model is rejected, that is the extent to which idiosyn-

cratic shocks to income are reflected into consumption, as a measure of how much consumption

allocations are distant from perfect risk sharing.

The next step is to consider theoretical constructs that might be helpful in understanding

deviations from perfect risk sharing. We first hypothesize that to implement perfect risk sharing,

a certain amount of social cohesion is necessary. Second, we consider the fact that one of the

key assumptions needed for perfect risk sharing to be decentralizable is perfect information. We

therefore consider the relation between measures of the quality of information within a risk-sharing

group and deviations from first-best. Finally, we consider the lack of enforceability of contracts as

a possible friction preventing perfect risk sharing and notice that, in these models, the extent of

risk sharing can be related to properties of the income process.

The Townsend approach can be derived from a social planner problem, maximizing the ex-

pected utility of the risk-sharing group members, with a fixed Pareto weight given to each of

them. As shown in detail in Supplemental Appendix B, assuming power utility, and taking logs

of the marginal utility of consumption, one obtains the following expression for the log level of

individual consumption in risk-sharing group v, ln cv
i,t

ln cv
i,t =

1
γ

(t ln β − lnθv
t + lnλv

i ) ∀i, t. (5)

where λv
i is the Pareto weight given to individual i, which does not change with time, β the

discount factor and θv
t the Lagrange multiplier associated with the group resource constraint at

time t. Taking the first difference of equation (5), and taking into account that the Pareto weight is

constant over time, we get:

∆ ln cv
i,t =

1
γ

(ln β − ∆ lnθv
t ) ∀i, t. (6)

We notice that the right-hand side of equation (6) does not depend on the individual subscript

i, so that perfect risk sharing implies that consumption growth depends only on changes in the

aggregate multiplier ∆ lnθv
t associated with the resource constraints for group v. The implications

of equations (5) and (6) have been extensively tested in the literature by the following regressions:

ln cv
i,t = π0l,i + δ

vl
t + π1l ln yv

i,t + ε
vl
i,t (7)

∆ ln cv
i,t = π0d + δ

vd
t + π1d∆ ln yv

i,t + ε
vd
i,t (8)

where δvl
t and δvd

t are group and time dummies interacted, π0l,i are individual fixed effects and
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ln yv
i,t is idiosyncratic income levels. Perfect risk sharing implies π1l = π1d = 0. These coefficients

measure how idiosyncratic income shocks are reflected into consumption changes, given group-

level income shocks. The size of the coefficients, therefore, can be interpreted as the extent of the

deviation from first-best allocations.

Of course, equations (7) and (8) can be enriched to take into account a variety of other factors.

First, one could consider other observable variables that appear related to changes in consumption

and that could be explained by the theory as determinants of the marginal utility of consump-

tion. Second, variables other than changes in (log) income could be considered as proxying for

idiosyncratic shocks. Third, as it has been done in the literature, one could consider heterogeneity

in preferences and attitudes towards risk, such as Schulhofer-Wohl (2011). Finally, and important

for our discussion, one could consider models of specific frictions that could mediate the observed

deviations from perfect risk sharing. In what follows, we consider measures of social cohesion, of

the quality of information, and of the properties of income processes.

Failures of perfect risk-sharing tests. There are many reasons why perfect risk-sharing tests,

implemented through equations (7) and (8), can reject the null of perfect risk sharing. One

possibility is that these rejections arise from misspecification of the underlying model, such as

the assumption of power utility or homogeneity in preferences. Alternatively, failures of perfect

risk sharing could stem from specific frictions that prevent first-best allocations. In Supplemental

Appendix B.1, we discuss in more detail these possibilities and part of the literature that has

developed around them. Here we limit ourselves to listing those frictions for which we consider

some novel measures as possible mediators to explain the empirical failures of perfect risk sharing.

We first discuss the idea that risk sharing presumes the existence of social cohesion and trust

and refer to some of the studies that have considered measures of social capital. The next friction we

consider is that of imperfect information. While this type of imperfection has received considerable

attention in the theoretical literature, the empirical evidence on this — which we discuss in

Supplemental Appendix B.1 — is limited, in part because of the scarce availability of measurements

of the quality of information. Finally, we consider models where insurance and risk-sharing contracts

are not perfectly enforceable. We note that in such models, the degree of risk sharing depends on

the properties of the income process individuals in a risk-sharing group face.

4 New measures for risk sharing models: some examples

In what follows, we use micro data to test the hypothesis of perfect risk sharing and then introduce

three novel measures that may add interesting insights to characterize deviations from the null of
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complete insurance markets. In particular, exploiting a very rich dataset collected several years ago

in Colombia, we use measures on social cohesion, information quality, and properties of income

processes that could be relevant for the enforcement of contracts.

The data we use come from a survey conducted in 122 Colombian villages across 26 of the

country’s 34 departments, as part of the evaluation of the first phase of the conditional cash

transfer program Familias en Acción. In each village, approximately 100 eligible households were

sampled. The baseline survey, carried out in 2002, included interviews with 11,462 households.

Two follow-up surveys were conducted in 2003 and 2005–2006, re-interviewing 10,743 and 9,463 of

the baseline households, respectively. Our main sample is an unbalanced panel comprising 11,914

unique households. Further details on the data are provided in Supplemental Appendix C.

4.1 Subjective expectations of income processes

Households choose consumption and savings plans, and might enter risk-sharing agreements by

weighing their own perceptions about their future income. Subjective expectations data provide

households’ own assessments of future income and are directly informative about the perceived

features of the income processes they face. Following Arellano, Attanasio, Crossman, and San-

cibrián (2024), we take advantage of the presence of both income expectations and realizations

in the two follow-up rounds in the Colombian survey data to obtain village-level summaries of

subjective income risk and persistence.

Respondents (indexed by i) in survey round t were asked to provide a range of variation for

their future income yv
i,t+1, and then report the probability p jit that yv

i,t+1 will not exceed each of three

equally-spaced points r jit for j = {1, 2, 3} within the elicited range of variation. With a log-linear

specification for the individual income process and some assumptions on the elicitation process,

Arellano et al. (2024) relate the logit-transformed subjective probabilities ℓ jit = logit(p jit) to the

parameters that characterize the income process, obtaining the following linear specification:17.

ℓ jit = β0r jit + β1yi,t + µi + u jit, (9)

where µi are fixed effects and u jit are elicitation errors. Arellano et al. (2024) show that the

parameters of equation (9) map directly to the “structural” parameters {ρ, σ} of the first-order

autoregressive process in equation (4) with logistic innovations, with β0 = 1/σ and ρ = −β1/β0.

We estimate equation (9) village-by-village and obtain village-specific measures of subjective

risk and persistence. Table 1 reports summary statistics of these estimates. As we drop villages

17Arellano et al. (2024) consider also more flexible, non-linear specifications for the income process
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with fewer than 20 households, we obtain estimates of the parameters for 86 of the 122 villages.18

Obs. Mean Std. dev. 10th perc. 50th perc. 90th perc.

ρv 86 0.508 0.222 0.239 0.505 0.796
σv 86 0.553 0.141 0.394 0.530 0.743

TABLE 1. Summary Statistics for ρv and σv for 86 villages.

For the 86 villages, ρ is estimated to average 0.508, a mean that coincides with that reported in

Arellano et al. (2024, Table D.3) using the pooled full sample. However, the estimated persistence

parameter exhibits considerable variability across villages: the 10th percentile is as low as 0.24,

while the 00th percentile is 0.8. Turning to estimates of subjective risk, the average standard

deviation reported in Table 1 is high, at 0.55. Again, there is considerable variability across

villages, with the 10th percentile at 0.39, while the 90th percentile is at 0.74.

4.2 Experimental data

The main survey contains data on consumption and current and expected income. In addition, the

data set also contains a variety of measures that can be related to social cohesion and information

quality, obtained in a lab-in-the-field experiment implemented in 70 of the 122 Colombian villages.

Within each of the 70 villages, a random sample of 60 households was invited to send a household

member to participate in the laboratory experiments. On average, 40 people per village showed

up, for a total of 2,512 participants. Participants in the experiment were asked to play first a public

goods game and then a risk-sharing game. Details on the experimental design are available in

Attanasio, Barr, Cardenas, Genicot, and Meghir (2012a); here we briefly describe the two games.

Public goods game. In the public goods game, each participant receives a token worth 2,000

Colombian pesos and decides, privately, whether to keep it or contribute it to a public account.

Contributions to the public account are doubled in value to 4,000 pesos. At the end of the game, the

public account is evenly divided among the participants, who also retain any tokens they choose

to keep. The social optimum is for everyone to put the voucher in the public account, while the

Nash equilibrium is for everybody to keep the voucher for themselves. The game is played in

two rounds, with participants allowed to discuss strategies between rounds, though outcomes are

only revealed after the second round.

18We report robustness checks in Supplemental Appendix D.
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Obs. Mean Std. dev. 10th perc. 50th perc. 90th perc.

VCMv(1) 2166 0.367 0.482 0 0 1
VCMv(2) 2166 0.441 0.497 0 0 1
ICi 2374 2.584 2.324 0.5 2 5.75
OCi 2374 2.786 2.096 0.5 2.25 5.75
sizev 2374 5.205 5.791 1 4 9

TABLE 2. Collected measures from the experiment

Risk-sharing game. In the risk-sharing game, participants first individually play a game where

they choose one of six lotteries that are different in expected value and risk: the first lottery

delivers a fixed amount with certainty, while the five lotteries deliver higher expected values but

with some risk. After that, participants are given the possibility to form risk-sharing groups, which

are registered. After playing individually, the results of the individual lotteries are shared among

the group members, although individuals are given the option of privately reneging on their group

membership.

With the data collected in the laboratory experiment, we create measures for social cohesion and

information quality, based on the hypothesis that these variables could sustain risk sharing. These

measures were calculated for each of the 70 villages in which the experiments were performed.19

Measures of social cohesion. For each village, we calculate three measures of social cohesion

using data from the public goods game: (i) VCMv(1), the proportion of individuals in village v who

contributed to the public account in the first round; (ii) VCMv(2), the proportion of individuals in

village v who contributed to the public account in the second round; (iii) VCMv, the average of

VCMv(1) and VCMv(2).

Using data from the risk-sharing game, in each village v, we calculate an additional measure

of social cohesion: the average size of the risk-sharing group (sizev). If risk preferences are

homogeneous, the optimal strategy would be to form one large risk-sharing group. In practice,

many small risk-sharing groups are formed, as discussed in Attanasio et al. (2012a).

Measures of information quality. In the lab-in-the-field experiment, some information about the

existence of links among participants was collected between the public good game and the risk-

sharing game. Interviewers asked each participant if they knew each of the other participants and

19Information on the choices made in the first part of the risk-sharing game could be used to construct individual-
level measures of risk aversion, which might allow us to explore preference heterogeneity in risk sharing. Preliminary
results do not suggest a large role for differential risk-aversion in explaining the rejection of perfect risk sharing in our
context. For this reason, we do not pursue this avenue.
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the nature of the relationship (acquaintanceship, friendship, family relative). With this information,

we construct adjacency matrices20 and, following Attanasio and Krutikova (2020), we construct

measures of the quality of information in each village. Given the adjacency matrix for a village,

we compute indexes of inward (ICi) and outward degree centrality (OCi), the former measuring

how well-known individual i is by the rest of the community, and the latter measuring how close

their relationship is with the rest of the community. The adjacency matrices are not necessarily

symmetric; hence the two centrality measures may be different.

Descriptive statistics. In Table 2, we report descriptive statistics of the measures of social cohesion

and information quality in the 70 villages where the experimental games were performed. The

average share of people contributing to the public goods game increases from the first to the second

round by around 7 percentage points (from 37% in the first round to 44% in the second round).

Moving to the two measures of network centrality, note that their means are not very different,

suggesting that the adjacency matrices might not be far from symmetry. Compared to the inward

centrality measure, outward centrality distribution is more concentrated around its mean. On

average, risk-sharing groups are formed by 5 members, considerably lower than one would

expect with full risk sharing under similar risk aversion. Finally, note that there is substantial

heterogeneity across villages in average group size.

5 Empirical evidence on richer models of risk sharing

In this section, we report the empirical results using the survey and experimental data from

Colombia described above. We begin by estimating equations (7) and (8) to study empirical

deviations from perfect risk sharing. Table 3 reports estimates of π1l and π1d, measuring the

effect of idiosyncratic income shocks after controlling for village and time effects in the difference

specification and also controlling for household fixed effects in the level specification.

The regression results point to statistically significant coefficients in both levels and first differ-

ences, indicating a strong rejection of perfect risk sharing. In both specifications, a 1% increase in

income is significantly associated with a 0.16% increase in consumption.

Risk-sharing and social cohesion. To improve our understanding of risk-sharing arrangements,

we test the hypothesis that groups with better cohesion are closer to perfect risk-sharing than

groups with lower cohesion. To measure social cohesion, we use both the results from the public

20The i, j element of the adjacency matrix is 1 if i and j are family, 0.5 if they are friends, and 0.25 if they are
acquaintances.
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(1) (2)
ln cv

it ∆ln cv
it

ln yv
it 0.160***

(0.008)
∆ln yv

it 0.157***
(0.008)

Household FE Yes No
Village × time FE Yes Yes
Adj. R2 0.565 0.145
Observations 25382 14780

TABLE 3. Baseline Townsend (1994) tests. Time refers to survey rounds. Standard errors clustered at the
village level. *10%, ** 5%, ***1%.

goods games, that is, variables VCMv(1), VCMv(2) and VCMv(1) — as well as the average size of

the risk-sharing groups formed.

Table 4 reports the estimates of coefficients of a modified version of equation (8), where the

first differences in the (log of) household income interacts with the measures of social cohesion.

The coefficients on the various interaction terms are not statistically different from zero, indicating

that our measures of social cohesion do not seem to be related to deviations from perfect risk

sharing. We obtain similar results for the specifications in levels (see Supplemental Appendix

D). One possibility is that these measures do not capture the variables that are relevant to the

implementation of risk sharing. Another possibility is that our social cohesion variables are

measured with error.21

Risk sharing and imperfect information. The second hypothesis we consider is the possibility

that the quality of information influences the observed levels of risk-sharing. Using the measures of

inward and outward centrality collected in the lab-in-the-field experiment, we estimate a modified

version of equations (7) and (8) by interacting these measures with household income.

Columns (1) and (2) in Table 5 report the results. Our measures of information quality seem to

be systematically related to the extent of deviations from perfect risk-sharing. Households with

high inward or outward centrality are less affected by idiosyncratic income shocks. If one interprets

21The availability of repeated measurements of the same underlying quantity might help solve such measurement
problems, as we discussed in Section 2.1. This setup provides one tentative application: we have two separate
measurements of social cohesion, one from each round of the public goods game. Provided that both are informative
enough and that measurement errors across game rounds are uncorrelated, we can use one measure as an instrument
for the other. In this case, instrumental-variable estimates are similar to those reported in Table 4, suggesting that
(classical) measurement errors might not be driving the results.
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(1) (2) (3) (4)
∆ln cv

it ∆ln cv
it ∆ln cv

it ∆ln cv
it

∆ln yv
it 0.151*** 0.148*** 0.147*** 0.154***

(0.018) (0.018) (0.020) (0.012)
VCMv(1) × ∆ln yv

it 0.011
(0.039)

VCMv(2) × ∆ln yv
it 0.016

(0.028)
VCMv × ∆ln yv

it 0.019
(0.040)

sizev × ∆ln yv
it 0.000

(0.001)
Household FE No No No No
Village × time FE Yes Yes Yes Yes
Adj. R2 0.147 0.147 0.147 0.146
Observations 10422 10422 10422 10422

TABLE 4. Townsend (1994) tests augmented with interactions with measures of social cohesion. In Columns
(1) and (2) social cohesion is measured using the share of individuals in each village contributing to the first
and second round of the public goods game respectively, while in Column (3) we use the average of the two
measures. Column (4) includes the average risk-sharing group size as a measure for social cohesion. Time
refers to survey rounds. Standard errors clustered at the village level. *10%, ** 5%, ***1%.

the degree centrality measures we use as a proxy for information quality in the risk-sharing groups

considered (the participants to the lab-in-the-field experiment in each village), these results imply

that information imperfections might be behind the failure of perfect risk sharing.

Imperfect enforceability: risk sharing and income processes. Next, we explore how deviations

from perfect risk-sharing vary with the (perceived) persistence and dispersion of the income

processes households face across villages.

In Column (3) of Table 5, we augment the baseline Townsend equations with interactions with

village-level perceived risk and persistence {σv, ρv}, identified from subjective expectations data.22

The estimates suggest a role for the characteristics of (perceived) income processes to mediate

the deviations from perfect risk-sharing that we documented in the villages included in our sample.

In particular, these deviations are smaller in villages where income processes are perceived to be

22We report results in levels and robustness checks in Supplemental Appendix D. As discussed in Section 4, {σv, ρv}

are estimated in a first-step and non-negligible estimation noise might remain, which could lead to attenuation bias in
our estimates. We exclude villages with fewer than 20 unique households from the analysis. Table D.5 in Supplemental
Appendix D reports robustness checks dropping only villages with fewer than 10 unique households and reports very
similar results.
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(1) (2) (3)
∆ln cv

it ∆ln cv
it ∆ln cv

it

∆ln yv
it 0.208*** 0.215*** 0.223***

(0.022) (0.025) (0.035)
ICi × ∆ln yv

it -0.014**
(0.007)

OCi × ∆ln yv
it -0.016**

(0.007)
σv × ∆ln yv

it -0.200***
(0.064)

ρv × ∆ln yv
it 0.099***

(0.033)
Household FE No No No
Village × time FE Yes Yes Yes
Adj. R2 0.160 0.160 0.146
Observations 3467 3467 13431

TABLE 5. Townsend (1994) tests augmented with interactions with centrality measures (Columns 1 and 2)
and village-level measures of subjective risk and persistence (Column 3). ICi is calculated as the weighted
number of individuals that recognized individual i as a family/friend/acquaintance. OCi is calculated as the
weighted number of individuals recognized by individual i as a family/friend/acquaintance. Time refers to
survey rounds. Standard errors clustered at the village level. *10%, ** 5%, ***1%.

less persistent or more volatile. These results are consistent with the intuition from models with

imperfectly enforceable contracts that we discuss in Supplemental Appendix B.1.

6 Conclusion

In this paper, we discuss the value of using new and innovative measures in empirical work

in economics. The profession, with some exceptions, has been skeptical about using data on

stated preferences, answers to questions about choices in hypothetical situations, attitudes, and

subjective beliefs and expectations.An important literature on the exclusive use of choice data

and what can be learned from such data with a limited number of assumptions has developed

in foundational papers by Afriat (1967) and Varian (1982) and subsequent contributions, some of

which are reviewed in Dziewulski, Lanier, and Quah (2024) and Chambers and Echenique (2016).

However, this approach can be restrictive in terms of the models that can be studied and the

assumptions needed to identify the parameters of interest.

In the first part of the paper, we review a number of contexts where innovative measures

facilitate the identification of structural parameters under a considerably weaker set of assumptions
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than would be required in their absence, and others where rich models of human behavior can be

characterized empirically. In the second part, we illustrate some of our points within a specific

context. We start from the rejection of a restrictive model of insurance: one assuming perfect risk

sharing within a certain group of idiosyncratic shocks. We then show how additional measures can

capture economic dimensions that might hinder perfect risk sharing, and we investigate whether

these factors are empirically relevant using survey data from Colombia. We show that while

some of these factors do not appear to explain deviations from perfect risk sharing, others are

systematically related to such deviations and the observed correlations are consistent with specific

models of imperfect risk sharing, such as those with imperfectly enforceable contracts.

Fortunately, the profession’s stance on these issues has been changing, and new measures are

often collected and developed. Data on subjective expectations have become common, and their

collection has improved. New measures are now trying to capture different aspects, such as the

strength with which certain views are held. In addition, researchers are now using data derived

from stated preferences and hypothetical choices. New methods are also being developed to use

qualitative data — such as answers to open-ended questions — in quantitative studies.

We conclude with an important caveat. Although innovative and original measures could be

extremely useful, it should be recognized that some theoretical constructs are inherently difficult

to measure. When designing and eventually implementing new measures, extensive validation

is important. Much research effort is needed, using insights from many disciplines, including

psychology, survey methodology, marketing, and statistics. New measures may be subject to

various biases and distortions. To ensure their credibility, they should be thoroughly validated.
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